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Beryn

JIaGopatopHi poOOTH € JIOTIYHUM MPOAOBKEHHSIM JEKIIHHOTO KypCy 3
mucturuiiag “GRID-cucteMu Ta XMapHi TEXHOJIOTII” 1 € MEPEeXiTHO0 JIAHKOIO BiJl
TEOPETUYHOTO KypCy JI0 HAOYyTTS NPAKTUYHUX HABHUYOK POOOTH 3 XMapHUMU
TeXHoJorisaMu miatdgopmu Azure.

Koorcna nabopamopua poboma micmumo nacmynmi 6uou pooim:
aHaJIi3 YMOBH 3aj1aul.
BUKOHAHHS 3aj7ia4a B XMapHOMY cepeioBuiii Azure.
JEMOHCTpAIlIF0 BUKOHAHOTO 3aBJaHHS.
BI/IMOBI/Il HA KOHTPOJIbHI 3alTUTAHHSI.

CKJIaJIaHHS 1 3aXHUCT 3BITY.



JlaboparopHa po6ota Nel.
Pob6ora 3 Azure Blob Storage.
Meta podoru: Habytu HaBudok podotu 3 Azure Blob Storage.
3aBaanns
Yacruna 1. CTBopuTH cTaTHYHHI BeOCalT 3a nonoMororo cxosuia Blob Storage..
YacruHa 2. HaBunTHCcs CTBOPIOBATH Ta yIIPaBISATH KOHTEHHEepamu i blob-daitnamu
B Azure Blob Storage, BuxopuctoBytoun kinacu BlobServiceClient, ContainerClient,
BlobClient.
TeopernuHi BitomMocTi
Azure Blob Storage — mue pimeHHs a8 30epiraHHsS  BEITUKUX OOCSTIB
HECTPYKTYPOBaHUX JIaHUX y xMapi Microsoft Azure.
BoHno no3Bossie 30epiratu qaHi y BUrisiai 00’ ekTiB (blobs), Takux sk TEKCTOB1 a00
IBIKKOBI (paitiu. Lle monysnsipHe pilieHHs 1151 CTBOPEHHS pe3€pBHUX KOI, apXiBIB,
30epiraHHsi MyJIbTUMEIINHUX JaHUX, a TAKOX /I 00poOKM aHAMTUYHUX big data-
HAaBaHTAXKCHb.
OcnogHi komrioneHTH Azure Blob Storage:
1. Storage Account (06ikoBui 3anuc 30epiranHs) - L{e moriuna onuHUI, KA Ha1a€e
JOCTYTI 70 CIy>k0u Azure Storage.
OO0iKOBUH 3amUC € KOHTEHHEPOM JHJisi PI3HMX THUIIIB CXOBHII, BKIOYHO 3 Blob
Storage. BiH MoO)ke BHUKOpPHUCTOBYBATHUCS Il CTBOPEHHS Ta KEPYBaHHS PI3HUMHU
tunamu cxoBuill ganux: Blob, Queue, File 1 Table Storage. 3abe3neuye KOHTPOJIb

JIOCTYITy, MOHITOPHHT 1 KEpYBaHHSI 30€pEeKEHUMH JTAHUMHU.

2. Containers (konTteiinepn) - KonteitHep € norigyHoro ctpykryporo B Blob Storage,
: . : . :

o MictuTh rpyny blob-00’extiB. Koxen oO6mikoBuil 3amuc 30epiraHHs MOXe

MICTUTH KiJJbKa KOHTEHHEpIB, a KOKEH KOHTEHHEpP — MPAKTUYHO HEOOMEKEHY

KUJIBKICTHh 00’ €KTIB.



3. Blobs (06’exThn) - Lle 6e3mocepenbo naHi, 1o 30epiraloThes B KOHTeHHepl. IcHye
Tpu TumU blob-06’€KTIB:
Block blobs — 30epiraroTs TekcTOBI a00 ABIHKOBI AaHi; 11€adbHO MIAXOAATH IS
BeNUKUX (aiiB, SK-0T JOKYMEHTH YU MYJIbTUME/T1A.
Append blobs — pisaoBun block blobs, onTmMizoBaHWE I ITOCIIOBHOTO
JOTUCYBaHHS (HAIIPUKJIIAI, JOT-(haiiin).
Page blobs — 36epiraroTe gaHi y BUIJISIII CTOPIHOK; MPU3HAYEH] [T CIICHAPIIB 13
BHITAJIKOBUM JIOCTYTIOM, 30KpeMa JUJIsl BIPTYyalIbHUX >KOpcTKUX auckiB (VHD).

Xi BUKOHAHHS po0OTH

1. VBiiiniTe Ha noptan Azure.

2. Ha manem «Yci cimyx0n» 3HaiiTh 1 BUOepiTh «Ciry>k0a cxopuina» (Storage
Account) Ta HaTUCHITH «CTBOPUTH.

3. BxaxiTh OCHOBHI BiJOMOCTI /JII CTBOPEHHSI HOBOI CITykOH cxoBHIIa (Ha3Ba
OOJIIKOBOTO 3alKCy CXOBHUIA Ma€ MICTHTH Baille TMpi3BUIIE).Y po3aiii
«besneka» (Security) BuOepith "Enable storage account key access". YV
po3aum «Mepexi» (Network connectivity) Bubepite "Enable public access

from all networks"



Microsoft Azure P Search resources, services, and docs (G+/) © Copilot

Home > Storage center | Blob Storage >

Create a storage account

Basics Advanced Networking Data protection Encryption Tags Review + create

Azure Storage is a Microsoft-managed service providing cloud storage that is highly available, secure, durable, scalable, and
redundant. Azure Storage includes Azure Blobs (objects), Azure Data Lake Storage Gen2, Azure Files, Azure Queues, and Azure
Tables. The cost of your storage account depends on the usage and the options you choose below. Learn more about Azure
storage accounts o

Project details

Select the subscription in which to create the new storage account. Choose a new or existing resource group to organize and
manage your storage account together with other resources.

Subscription * ‘ Azure subscription 1 v
Resource group * ‘ (New) butsenko1 v
) Create new

Instance details

Storage account name * © ‘

Region * © ‘ (Europe) West Europe v
Deploy to an Azure Extended Zone

Preferred storage type ‘ Azure Blob Storage or Azure Data Lake Storage Gen 2 v

@ This helps us provide relevant guidance. It doesn't restrict your storage to this
resource type. Learn more

Performance * © (Q Standard: Recommended for most scenarios (general-purpose v2 account)

(O Premium: Recommended for scenarios that require low latency.

Redundancy * ® ‘ Locally-redundant storage (LRS) v

Pucynok 1. CTBopeHHs HOBOI CiIyKOU CXOBHUIIIA.

4. HatucHith «lleperigHyTd Ta CTBOPUTH», IIO0 pPO3MOYATH ABTOMATHYHY
nepeBipky. Ilicns 3aBepiieHHs po3ropTaHHs HaTUCHITH «llepeditu 10
pecypcy».

5. Ha noxanbHOMY KOMIT'IOTEpi1 CTBOPITH JOMAIIHIO CTOPiHKY index.html mms
Balioro cratuyHoro BeOcaiiTy. Ha cropiHii mae OyTH BKa3zaHO Balie
Mpi3BUIIE Y HIDKHINA YacTUHI. 30epexiTh (ai.

6. IlepeiiniTe no po3ainy «Static website». AkTuByiTe Horo. BeeaiTh Ha3By
¢atiny index.html. 36epexiTh. Y pe3ynbTaTi Oy/ie 3reHepOBaHO MOCUIIaHHS

Ha BaII BeOCauT.

stat E &) save X Discard | A7 Give feedback

= Overview Enabling static websites on the blob senvice 2llows you to host static content, Webpages may Include static content and client-side scripts. Server-side scripting is not supported, As data s replicated from primary to gions, files 3t the sec P
may not be immediately availabie or in sync with files at the primary endpoint. Leam more.

v Dt management
Static website

B Static website

v settings

11} Endpoints
@ improve the page losd time of your satic website by using the caching festures of Azure Front Door [Additions costs sppiy). Azure front Door

Index document name G
[ngextimi ]

Exmor document path ¢



Pucynox 2. AxtuBanis QyHKIi «Static website».

7. IlepeiimiTe 1o MeHto «Storage Browser» — «Blob containers» Ta 3aBaHTa)xTe

ctBopeHuit index.html y konteitnep web.

B Storage browser

& sio

er T Uplosd () Refresh T |

Pucynox 3. 3aBantaxenus index.html y kounreiinep web.

8. CkomiroiiTe mocuiiaHHS Ha BaIly CTOPIHKY Ta BIIKPUITE HOTO B HOBOMY BIKHI1

Opay3epa. Y pe3ynbTaTi BH Ma€Te IMOOAYUTH 3aBAaHTAKEHY JIOMAIIIHIO

CTOpIHKY.

9. MoBorw mporpamyBanHs Python migkmtouiTecsi 10 Bamoro oOJIIKOBOTO

3anucy Azure Storage (imimiamizyiite o00'ekt BlobServiceClient uepe3

connection string).

a.

=

o o

@

f.

BuBeniTh ciMcok ycix KOHTEHHEPIB.

CTBOpITH KOHTEHHEP 3 YHIKAJIBLHOIO HA3BOIO.

[lepeBipTe, UM BiH 3’ SIBUBCS Y CIIUCKY KOHTEHHEPIB.

CTBOpITH JTOKAIBHHM (paii.

3aBaHTaXXTe MOro y CTBOPEHUI KOHTeHHep 3a gonoMororo BlobClient.

JomaiiTe mo blob'a meragani.

10.ITigroryiTe 3BIT, SKUH BKJIIOYAE: 3HIMKH €KpaHa 3 Pe3yJIbTaTaMi BUKOHAHHS

KpOKiB 6—8; poO0oumii Ko MporpaMu; BiIMOBI/II HA KOHTPOJIbHI 3alTUTaHHS.



KoHTpoJIbHI 3anIUTAHHA

1.
2.

Jlna sikux creHapiiB npusHadeni Queue Storage Ta Table Storage?

SAxi TunoB1 613Hec-3a/1a4l MOYKHA BUPIIIMTH 32 goromororo Block blobs,
Append blobs Ta Page blobs?

VY qoMy mosirae pi3HUI MIXK JIOKJIBHO HayMIIKoBUM cxoBuiieM (LRS) Ta
30HAJILHO HAJITUIIKOBUM cxoBHIeM (ZRS)?

SIxi mepeBaru Haznae reorpadiuHo Haanukose cxosuine (GRS) mopiBHsAHO
3 LRS ta ZRS?

Yomy BapTO BpaxOBYBaTH 3aTPUMKHU Ta BapTICTh IPU BUOOP1 BapiaHTY
KOITIFOBaHHA JJAHUX MK perioHamMu?

VY skux Bunankax GRS Moxxe OyTH KpUTHYHO BaXXITUBUM JIsl O13HECY?
Yuwm Biapi3ustoThes piBHI goctymy Hot, Cool 1 Archive 3a BapTicTio Ta
MPOJIYKTUBHICTIO?

Ski kputepii BUKOPUCTOBYIOTHCA JIJIs1 BUOOPY BIAMOBIAHOTO PIBHS IOCTYITY
JI0 TaHUX?

[Io BimOyBa€eThCs 3 JAHUMHU, KOJIU iX EPEeBOATh y piBeHb Archive, 1 siki

00OMEKEHHS 11e CTBOPIOE?

10.10o Take «soft delete» y Azure Blob Storage i sik BOHO 3axuIIiae qaHi Bijl

BHUITAAKOBOI'O BI/II[aJ'IeHHSI?



JlabopaTopna po6oTa No2.
CunxpoHni3allisg JokainbHoro cepsepa 3 Azure File Share Ta ocHoBu po6otu 3 Azure
File Share B Python 3a qonmomororo Azure SDK
3aBaaHHs
Yacruna 1. HabyTn HaBUYOK CTBOPEHHSI PIIIEHHS IS CHHXPOHIi3alii (ailioBux
cepBepiB 13 ogauM criytbEuM Azure File Share.
Yacruna 2. HaBuutucs creoproBatu ta kepyBatu Azure File Share 3a nornomororo
Ki1aciB 6i0mioreku azure.storage.fileshare.
TeoperuuHi BizomocTi
Azure File Shares — e cimy»x06a 30epiranns ¢aitni B xMapi Big Microsoft Azure,
sKa JI03BOJISIE CTBOPIOBATHU 3arajibHi (aiiioBl cXOBUIIA JJisl 30epiraHHs Ta OOMiHY
daiinamu B xMapHOMy cepenoBuiii. g ciayx0a mpairoe 3a npotokoiom SMB
(Server Message Block), 1m0 103BoJisie KOpUCTyBayaM JIETKO MaluTH (MOHTYBAaTH)
1l (ailyioBl cxoBWIIAa HA CBOI JIOK&JIbHI MNPUCTPOI, MOAIOHO [0 JOKAJIbHHUX
MEPEKEBUX JTUCKIB.
OcnogHi xapaktepuctuku Azure File Shares:
Coinsauit goctyn 1o ¢ainis: Azure File Shares Hagae MOXIUBICTh OpraHizaliisam
TinuTHCs daiaaMu MK pISHUMHU CEPBEPAMH Ta KOPUCTYyBadaMH Uyepe3 MEPExKy.
[TpoToxonu: BukopuctoBye SMB Ta NFS (s Linux cepenoBuii) ajist A0CTyIy A0
(aiinis.
[arerpamis: Jlerko interpyerbes 3 Windows, Linux 1 macOS cucremamu. MoxHa
ManuTu (haiaoBl pecypcH uepe3 CTaHJapTHI 3aco0U ONEPALIITHUX CUCTEM.
Hoctynnicts: Azure File Shares 3abe3neuye BUCOKY HaJldHICTh Ta JOCTYMHICTb,
ToMy (aiim 1ocTynHi 3 OyAb-sIKO1 TOUKH CBITY uepe3 [HTepHerT.
PeszepBHe konitoBaHHS: Azure 3a0e3reuye MEXaH13MU JJI PE3EPBHOIO KOMIKOBAHHS

¢aiiTiB 1 BITHOBJIEHHS 1X Y pa3i BTpaTH.



[udpysanns: Bei nani B Azure File Shares mmdpyroThbes ik B cTaHi CIOKOI0, TaK
1 Tl 9ac mepemadi.

Cuenapii Bukopuctants: CrijibHe BUKOPUCTaHHS (aililiB MikK CEepBEpaMHU.
30epiranHs Ta oOMiH (aitiaMu Juisi MOOLITBHUX 1 BIJIAJIEHUX KOPUCTYBAYiB.

[HTETpaItis 13 3aCTOCYHKaMH, 110 TOTPEOYIOTh (hallIOBIX CXOBHIIL.

Xin pooorn — YacTtuna 1
1. 3aiiiTe Ha moptan Azure - https://portal.azure.com
2. CTBOpITH IPYIly PECYpPCiB, siKa BKItOUaTUME: BipTyanbHy Mepexy Nel (Ha3Ba
MEpeKi Mae MICTUTH Bamie npi3Buiie), miaMepexxy Nel (subnet) 3
BipTyasibHOIO MamnHOI0 Nel. (lomanox 1)
3. CtBOpIiTh O0JIKOBHI 3amuc cxoBuia AzUre (Ha3Ba CXOBHIIA MAa€ MICTHUTH

BaIle npi3puine). 3aBantaxre daiiau y File Shares.

ssssssssssssssss

Pucynok 1. CxoBuiie nanux tumy File Shares.
4. Cropitk Snapshots (3uimku) mis SMB File Shares.



b fi Igshare | Snapshots

add snapshot () Refresh &7 Give feedback
[ name Date created Initiator comment
[ 2024-09-09717:39:50.06 9/9/2024, 8:39:50 PM Manual demosnapshots

& Snapshots

Pucynok 2. Snapshots (3nimMku) 1t SMB File Shares.
5. Otpumaiite K104 AJ1s1 BCTAHOBJICHHS 3B 3Ky MK Hankamu 3 daiinamu Ha
JIOKaTbHOMY JIUCKY Ta B XMapi (KTF0Y MOXKHA 3aBaHTAXHUTH 32 TIOCHIIAHHSIM:

Storage — Data Share — FileShare — Connect).

Connect X

filesharebutsenko

Windows  Linux  macOS

To connect to this Azure file share from Windows, cheose from the following
authentication methods and run the PowerShell commands from a normal (not
elevated) PowerShell terminal:

Drive letter

Z Y

Authentication method

O Active Directory or Microsoft Entra

(®) Storage account key

@ Connecting to a share using the storage account key is only appropriate for admin

access. Mounting the Azure file share with the Active Directory or Microsoft Entra
identity of the user is preferred. Leam more

Hide Script

$connectTestResult = Test-NetConnection -ComputerName
butsenkostorage.file.core.windews.net -Port 445
if ($connectTestResult.TcpTestSucceeded) {

# Save the password so the drive will persist on reboot

emd.exe /C “emdkey fadd:“butsenkostarage file.core.windows.net™
Juser:™localhost\butsenkostorage™
/pass: "EK+phs7EedpFEe8IfAtNQ3cZ7xmZtv3wf4a45WISI0BnTrRxMhpMJPFYu
V+PusrgCxEDUNVWrW4+ASt/RYqDg==""

# Mount the drive

New-PSDrive -Name Z -PSProvider FileSystem -Root
"\\butsenkostorage.file.core.windows.net\filesharebutsenko” -Persist
}else {

Write-Error -Message "Unable to reach the Azure storage account via port
445, Check to make sure your organization or ISP is not blocking port 445, or
use Azure P2S VPN, Azure 525 VPN, or Express Route to tunnel SMB traffic
over a different port.”

}

Pucynoxk 3. ['enepartis kiaroua Jyisi BCTAaHOBJICHHS 3B’ SI3Ky MK Mankamu 3
(aitnamMu Ha JIOKaJILHOMY JIMCKY Ta B XMapi

6. IlepeiiaiTe Ha BM Ta BcTaHOBITH K04 B 000s10HITI PowerShell.



B VM1 - 51.144,17.133:3389 - Remote Desktop Connection

!
| 2 Administrator: Windows PowerShell

soloveistoragedemo.file

Microsoft
Edge

CurrentLocation

eistoragedemo.file.core.w...

Z:\@GMT-2024.09.09-17.39.50

Pucynok 4. [ncTamsiis Kioya Ha BIpTyaldbHIA MAIIWHI.
CtBopiTh (aiin Ha BM 1 3aBaHTakTe MOTr0 y MpU€EIHAHY MankKy 3 daiaamu.
[lepeBipte, mo ¢aiam Ha JOKaIbHOMY TUCKY Baioi BM cHHXpOHI30BaHi 3
daiinamu y cxoBuir Azure.

Xix pooorn — YacTuna 2

Creopith 00'exT ShareServiceClient uepe3 connection string. [ximiamizyiire
o0'exT share client.
CrBopits File Share 3 HazBoro [Bamie mpizBuie]labshare. Skmo Takuii Bxe
icHye — 00po0iTh BUHATOK ResourceExistsError.
CtBopiTh aupekTopito [Bamie mpi3Buie|labfolder y mexkax File Share. fkimio
Taka IUPEKTOPis BKE ICHYe — 0OpOOITh 1e BIAMOBIIHO.
3aBaHTaxTe 5 NOoKambHUX (pailiniB y nupekropito [Bamie mnpizsuiie]|labfolder
B Azure.
Otpumaiite  cnucok  ycix  (ailmB Ta manok y — AUPEKTOpii
[Bame mpizBuie]labfolder. BuBeniTs ixHi iMeHa B KOHCOJb.
Bupanite yci daiinum 3 xmapHoi gupektopii. Skmo daitn BiacyTHIN —

00p0o0ITh CUTYAIlIIO.



[TinrotyiiTe 3BiT, KM BKJIOYA€: 3HIMKM €KpaHa 3 pe3yJibTaTaMd KpokKiB 1-8
(qactunHa 1) Ta KpoKy KpOKiB 4-5 (WacTuHa 2); JICTIHT MpOTpaMu; BIIIMOBIII Ha
KOHTPOJIbHI 3alUTaHHS.
KoHTpoJibHi 3aniuTaHHSA
1. o take Azure File Share 1 siki IpOTOKOIM BiH MIATPUMYE IJIs TOCTYIY 10
daiinip?
2. Y yomy BinMiHHICcTh Mixk SMB ta NFS nipu Bukopucransi File Share?
3. SIki TUOU CXOBUI HIATPUMYIOTH 3HIMKH (snapshots)? [lns doro BoHUM
BUKOPHUCTOBYIOTHCS?
4. Sk cTBOpUTM Ta MIAKIIOYMTU BipTyasibHy MamuHy a0 File Share uepes
PowerShell?
5. Illo BimOyBaeThcs mpu cTBOpeHHI (aitmy y 3moHToBaHoMmy File Share na
BIpTyaJIbHII MalllnHiI?
6. ns doro BukopuctoByeThess kiac ShareServiceClient y 6i6miorern
azure.storage.fileshare?

7. SIkuM YMHOM MO>KHA OTPUMATHU CIIUCOK yCiX (aililiB y XMapHii AUPEeKTOpii?

Honanok 1

$grp="VMdemo"

$location="westeurope"
$vnetNamel="VNET1"
$subnetNamel="SUBNET 1"

$vmNamel = "VM1"

# CREATE RESOURCE GROUP

az group create --name $grp --location $location




# CREATE VIRTUAL NETWORK

az network vnet create --address-prefixes 10.0.0.0/16 --name $vnetNamel --
resource-group $grp

# CREATING SUBNET

az network wvnet subnet create -g $grp --vnet-name 3$vnetNamel -n
$subnetNamel --address-prefixes 10.0.0.0/24

# CREATING VM1

az vm create --resource-group $grp --name $vmNamel --image
MicrosoftWindowsServer:WindowsServer:2019-Datacenter:latest --vnet-
name $vnetNamel --subnet $subnetNamel --admin-username XXXX --
admin-password XXXX --size Standard_B2s




JlaGoparopHa poboTa Ne3.
Cunxponi3zailis 1okajabHOr0 cepBepa 3 Azure File Share 3a nonomororo
kommnoHeHnTa Azure File Synch
Meta po6oTu: 3100yTH HABUUKH CTBOPEHHS PIIIICHHS] CUHXPOHI3allii (aitioBux
cepBepiB 3 oaHUM criitbHEM Azure File Share.
3aBaanns
CtBOpUTH pillIEHHsI CHHXPOHI3AIi1 (ailIoBUX CepBEPIB 3 OJHUM CIiIbHUM AzUre
File Share.
TeopernuHi BizomocTi
Azure File Sync — cepBic, 10 103BOJISIE CHHXPOHI3YBaTH JIOKAJIbHI
daiinosi cepepu 3 xmMapHuUM cxoBuieM File Share. OcHOBHI KOMITOHEHTH:
v' Storage Sync Service — pecypc y Azure, 0 KEPYE CHHXPOHI3AIII€IO.
v" Sync Group — rpyma cuaxpownisaiiii (Bkimodae ogun Azure File Share i oqun
a00 OLIbIIIe CepBEPIB).
v Azure File Sync Agent — KOMIIOHEHT, SIKHif BCTAHOBIIIOETHCS Ha JIOKAIbLHHIA
abo xMapHuii ceppep (BM).

Azure File Sync mo3Boinse: poOuUTH 3epKajdbHy CHHXPOHI3aIliio (paiiis,
BUKOPHCTOBYBaTH Azure sK pe3epBHE CXOBHUINE, 3MEHIIYBAaTH JIOKAJIbHE
HaBaHTaKeHHA 4yepe3 cloud tiering (He BUKOPUCTOBYETHCA Y IaH1i JIaOOpaTOPHiil)
Ha Bipryansny mamuny Windows Server moTpiOHO 3aBaHTXKHUTH 1HCTAJISIIAHUMN
nakeT 3 odimiiiHoro caiity Microsoft. Ilicias BCTaHOBIEHHS BUKOHYETHCS:
Registration — peectpaiiisi cepBepa B Storage Sync Service. CepBep 3'SIBISIETHCS B
po3aun Registered Servers. Lle no3Bosisie Azure KOHTPOJIIOBATH CHUHXPOHI3AIIIO
daiimnis.

Jlyist ctBOopeHHs niporienypu cuaxpoHizaitii (Sync Group) noTpiOGHO CTBOPUTH: Sync
Group, Bkazatu Azure File Share (xmapHa cropona), [Ipusnauutu Server Endpoint

— nokanbHul muck 1 manky Ha BM. Server Endpoint Bu3Hauae: nuisix mo manku



(mampuxiian, D:\SyncFolder), momiTuky KkeuryBaHHs, HapaMeTpu CHHXPOHi3allil.
[Ticns mporo daiar aBTOMaTUIHO MEPEIAI0THCS MK JOKATHHUM JUCKOM 1 XMapHUM
CXOBHIIIEM.

[TepeBipKy cuHXpOHI3aIlli MOXKHA BUKOHATH JIBOMa criocodamu: 1) momatu
¢aiin Ha JOKaNIBHUN TUCK — BiH 3 aBUThCA B File Share; 2) 3aBantaxutu daiin y
File Share — BiH 3’sBuThCs HAa BM
CunxpoHi3allisg BiI0yBa€ThCA Maiyke MUTTEBO, 3aJIC)KHO BiJl HABAHTAKCHHS.

Xix poooru

. 3aiiniTe Ha mopTan Azure - https://portal.azure.com

. CTBOpITH Tpymny pecypciB, sika BKJIIOYAaTHME: BipTyaidbHy Mepexy Nel (Ha3Ba
Mepexi Mae BKIIIOUATH Ballle npi3Buile), miamepexxy Nel (sub-net) 3 BipTyalibHOIO

MamuHoo Nel;

3. CrtBopiTh 00miKoBHif 3amuc cxoBuia Azure. 3aBantaxre (daiinu B File Shares.

. Honaiite muck 1o BM B Azure Resource Manager.
. 3aliAiTh Ha BIPTyallbHy MallWMHy - noAaHuil auck mae cratyc «Unallocatedy.
Buxkonaiite «New simple Volumey» — Bu3Haure giTepy, 1 BiadopMaryiite guck (puc.

1). [lepesipTe, 1110 HOBHI AUCK HoaaHo 10 BM.


https://portal.azure.com/

File Action View Help

@ @AM =PE
Yolume ‘ Layout | Type ‘ File System | Status | Capacity | Free Spa... | % Free
= | Mew Simple Volume Wizard * 99 MB 100 %

6.09 GB 87 %
115.75G8 92 %

- Format Partition
To store data on this partition, you must format it first.

Choose whether you want to formt this volume., and if so, what seftings you want to use

() Do not format this volume

(®) Format this volume with the following settings:

File system: NTFS ~
Allocation unit size Defautt w
-
= Volume label N
Ba i ]
12 Perform a quick format ‘g'ﬁ"ﬁ;‘gg I\(.IFF‘;S
On [ Enable file and folder compression tion) Healthy (Boot, Crash Dump, Primary Partition)
Ba < Back Next > Caneel
7
Online Healthy (Page File, Primary Partition)
—piskz
Basic
3.8 GB 3.983GB
Online Unallocated
= CD-ROM 0 v

M Unaliocated Wl Primary partition

Pucynok 1. ®opmaTyBaHHs A0JIaHOTO TUCKY HA BM.
6. Ha BM — Biaxmounts IE Enhanced Security Configuration, BUKOpucToByiiTe

Server Manager (puc. 2).

- v
Computer name VM1 Last installed updates Today at 1:34 PM
Warkgroup NORKGROUP Windows Update Install updates automatically using Windows Updata
P Last checked for updates Today at 11:28 AM
T Internet Explorer Enhanced Security Configuration X st checked farupca oc3y
Internet Explorer Enhanced Security Configuration {IE ESC) reduces the Win sy
expasure of your server to potential attacks from Web-based content. .
Remaote management Feedback & Diagnos Settings
. L Internet Explorer Enhanced Security Configuration is enabled by o
Remote Desktop e e IE Enhanced Security Configuration  Unknaw
NIC Teaming Time zone (UTC) Coordinated Universal Time
Administrators: Product ID Unknown
@ (O 0n Recommended)
(1]
¥ @of Processors Intel(R) Xeon(R) Platinum 8171M CPU @ 2.60GHz

B

345

Installed memory (
Users: Total disk space Unknown

Hardware information

&  (Oon Recommended)

|Q| @ Off
EVENTS
All events | 4 total TASKS =
More about Internet Explorer Enhanced Security Configuration
Filter vl
Cance .

Server Name D pte and Time

VM1 1002 Error Application Hang Application  9/10/2024 1:32:15 PM

VM1 56 Error Application Popup System 9/10/2024 1:07:56 PM

Pucynok 2. Biakmtouenns [E Enhanced Security Configuration na BM

7. B Azure Resource Manager, ctBopits pecypc Azure File Synch.



8. 3aBaHTa)xkTe 3 IHTEpHETY KOMIIOHEHT it cuHxpoHizauii (Azure File Synch

Agent). Download Azure File Sync Agent from Official Microsoft Download

Center
9. BukonaiiTe 3aBaHTaXX€HHs Ta BCTaHOBJIEHHS komrnoHeHT Azure File Synch
Agent Ha BM.

10.Posropuits komnonent Azure File Synch Agent na BM.

Choose a Storage Sync Service

Azure Subscription

Azure subscription 1 M

Subscription ID:  fb666b7d-7778-420f-a041-cac5d45406b2
Resource Group

demo

Storage Sync Service

soloveifilesync Y

v Your Storage Sync Service is enabled for managed identities.

To proceed with server registration, click Register.

Register



https://www.microsoft.com/en-us/download/details.aspx?id=57159
https://www.microsoft.com/en-us/download/details.aspx?id=57159

Registration successful!

¥ File share authentication mode: Managed identities

You can now use PowerShell or the Azure portal to configure sync.

Network connectivity test

¥ Passed. You are all set. (Report)

Pucynox 3. Posropranns komnonenty Azure File Synch Agent na BM
11.3apeectpyiite cepBep, nepesipTe, Mo cepBep 3 iM'siM Bamoi BM nonano no

pecypcy Azure File Synch/Registered servers (puc. 4).

ome > Microsoft. StorageSync-20240910164630 | Overview > filesynch

i, filesynch | Registered servers
Storage Syne Senice

Fomm o «

s To register a server:
@ owerview

@ Download the Azure File Sync agent and install it on all sarvers you want to sync.
@ Activity log

@ ater finishing the agent install, use the server registration utility that opens to register the server to this Storage Sync Service. Learm more
A Access control (IAM)

¢ Togs () refresh &) @ back
~ Settings

“§ Network Server Name 1. State T Type T, Operating System 1L Agent Version L Lastseen

& Locks M1 @ Online Server ‘Windows Server 2019 182 9/10/2024, 5:22:45 PM
v sync

@ Sync groups

B, Registered servers

Pucynok 4. 3apeectpoBanuii cepsep noaaHo A0 komrnoHeHTa Azure File Synch
Agent B Azure Resource Manager.

12.B Azure nnatdopmi CTBOPITh NPOLEAYPY CHHXPOHI3AIlli, BA3HAYTE JIUCK Ha

Bamriii BM, nani Ha sxomy OynyTth cuHxpoHizoBaHo 3 Azure File Share.

3B’sDKITh JOKaIBHMI cepBep 31 cxoBuiiem Azure (puc. 5).



= Microsoft Azure £ Search resources, senvices, and docs (G+/) l O Copilot -
I: syncdemo  #

8 Delete syncgroup () Refresh A7 Give feedback

i Overview
Cloud endpoint

File share name Storage account Provisioning state Change enumeration

@ Frovisioned Complete on 9/10/2024
553116 PM

Server endpoints
Add server endpoint

Server name + path Health Persistent sync emmors Upload to cloud Download to server

M= F @ Healthy D ] Com

Pucynox 5. CTBOpeHHs NpoUeAypr CUHXPOHI3aIlii.

13.I1epeBipTe, 1m0 ¢aiiau Ha JoKaIbHOMY JUCKY Bamrii BM cuHXpoHi30BaH1 3
(aiinamu B cxoBuile Azure.

14 TligrotyiTe 3BIT, IKUM BKIIIOYAE: 3HIMKH €KpaHa 3 pe3yJbTaTaMu KpokiB 11-
13; BiAMOBI/Il HA KOHTPOJIbHI 3aITUTAHHS.

15.Bupanite BCi CTBOPEHI PECypCHM — Yy HACTYIHI MOCIIJOBHOCTI — CEpBEP
CUHXPOHI3aIli1, MPOIeAypy CUHXPOHI3aIlii, BCI 1HII PECYPCH.

KoHTpoJibHI 3aniuTAHHA.

1. Ywum Biapi3HsrOThCs SNAPSNOLS Bl MOBHOIIIHHUX PE3EPBHUX KO ?

2. Slk mparroe A0CTym A0 TomnepeAaHix Bepcik daimis (Previous Versions) y
SMB-mepinry?

3. Slki mepeBaru miaxomay “Lift and Shift” mix yac mirpamii daiigoBux cepBepin
y xmapy?

4. VY sxux Bunaakax Lift and Shift-mirparitist He pekOMEHIYEThCS 1 YOMY?

5. SIxi oOmexenHs icHytoTh y Azure File Share nst SMB-nipoTtokoiy?



6. Sk Python SDK no3Bosisie mpamtoBatu 3 Azure File Share: ctBopenns ¢aitiis,
namnok i snapshot’i?

7. Sxi BigminHocti Mik File Share ta Blob Storage B Azure s crieHapiiB 3
SMB?

8. Sk BimOyBaeThcs CHHXpPOHI3alis cepsepiB 3a qomomoroio Azure File Sync
Agent?

9. IIlo Take Cloud Tiering y Azure File Sync i sik BoHO mpairtoe?

10.5k 3a0e3nevyyeThCsi KOHCUCTEHTHICTh JAaHUX MK JIOKaJbHUM CEPBEPOM 1
Azure File Share?

11.51x1 metpuku BaxxnuBo MoHiTOopuTH y File Sync-indpactpykrypi (latency,

sync status, journal size To1o0)?



JlaGoparopHa poboTa Ne4.
ABTOMATH30BaHI NpouecH i pod0oTH 3 NOBiZoOMIIeHHAMH 3 Azure Queue
Storage
Meta po6oTu:

Po3po6utu aBTOMaTH30BaHUil poliec, KUl Oy/1e MeploAUYHO NepeBipsaTu Azure
Queue, 3unTyBaTH NOBiAOMIIEHHS, 30epiraTu ix y Azure Blob Storage, a motim
BUJQJIATH TIOBIIOMJICHHS 3 YEPTH.

TeoperunuHi BizomocTi
Azure Table Storage — mne nepensmiiine NoSQL-cxoBwuiie, sike MiATPUMYE
30epexKEeHHS BEIMKUX O0CSTIB CTPYKTYPOBAaHUX JAaHUX y BUIJSAAl Ta0auib. Koxen
3anuc y Tabnuill HasuBaeThesi Entity (cytHicTh). CyTHICTH He Mae (iKCOBAHOI
CXeMH, TOMY BOHa MO>X€ MICTUTH JOBUIbHY KUIBKICTH MOJIB, 1110 poOuTh Table
Storage THyuykuM Ta €(EKTUBHHM ISl pO3MOAiIeHUX cucteM. OOO0B’SI3KOBUMHU

enemeHTamu cyTHOCTI € PartitionKey, RowKey 1 Timestamp.

PartitionKey Bu3Hauae JOTTYHUN PO3MOILT JAHUX MK MAPTULIAMH. Y Cl CYTHOCTI 3
onnakoBuM PartitionKey ¢izuuHo 30epiratoTbest pazoM, 10 3a0e3nedye MBUAKUN
JOCTYIl JI0 TPYNU TOB’si3aHUX JaHuX. Bim mpaBuibHOro BuOOpy PartitionKey
3aJIEKUTh MAaclITabOBaHICTh Ta MNPOAYKTHBHICTH 3amuTiB. RowKey ciyrye
YHIKQJIbHUM 1JIGHTU(]IKATOPOM CYTHOCTI BCEpEIMHI KOHKPETHOI maptuilli. Pazom
PartitionKey + RowKey dhopmytoTh yHIKaIbHUN KIIIOY 3aITUCY, AHAJIOT IEPBUHHOTO
kiroya B pensiinux bJI. Timestamp — cucTeMHa BIaCTUBICTD, IKa aBTOMATUYHO
OHOBJIIOETHCSI IIPU 3MiH1 CyTHOCTI T2 BUKOPUCTOBYETHCS AJI1 MEXaHI3MIB PeTLTiKallii.
[HI11 Mosst cyTHOCTI Ha3uBarOThbes Properties; BOHM MOXYTh MICTUTHU Pi3HI THUIIU
JIaHuX 1 GOPMYIOTh THYUKY CTPYKTYpPY TaOJHIII.

Azure Table Storage minTpumye npocty i eeKTUBHY MOJEINb JOCTYIy J0 JaHHX.

HaiimBuammmu € toukoBi 3anuti (Point Queries), siki BUKOPUCTOBYIOTh MTOBHHM



yHikanpHuM Kitod: PartitionKey ta RowKey. Takuit 3anut 3aBXau MOBEpTAE HE
O1sIbIIIe OIHIET CYyTHOCTI Ta BUKOHYETHCS 3 MIHIMAJIBHOIO 3aTPUMKOIO.

Jiamazonni 3anutu (Range Queries) 103BOJISIOTH OTPUMATH BC1 CYTHOCTI B ME¥Kax
omHoro PartitionKey, ane 3 ¢pinbTpom mo RowKey, nanpukiag RowKey > "100"
AND RowKey < "500". Bonu mupoko 3acTOCOBYIOTHCS Ui BUOIPOK 32 4acoM,
1HJIEKCOBAaHUMHM 3HAUYECHHSAMHM YW 30epiraHHaM mnoAiil y mopsiaky. Table Storage
TaKOX MiaTpuMye QinbTparito 3a Properties, ogHak HalleeKTUBHIIINMH € came
¢ipTpHu, mo HaknanaroThess Ha PartitionKey abo RowKey, ockiibku BOHU
BUKOPHCTOBYIOTH 1HJEKcaIlio. DiuapTpallis 3a IHIIUMH IOJSIMH MOXE BHUMaraTu
ckanyBaHHs yactuHu TaOnuil. CoprtyBanHs B Table Storage oOmexene: maHi
BCEpEAMHI MapTUIlli aBTOMAaTUYHO BIOPAIKOBYIOThCS 3a RowKey, Tomy
KOPHUCTYBau MOKE€ OTPUMYBATH PE3yJbTaTH y BXK€ BIJCOPTOBAHOMY BHUIJISII, alie
JI0JTATKOBE CEpBEpPHE COPTYBAHHS HE MITPUMYEThHCH.

Azure Table Storage epekTUBHO BUKOPHUCTOBYETHCS Y CIIEHApisiX, A€ IMOTpiOHE
BUCOKOMNPOJIYKTUBHE  MAacIITa0OBaHE  CXOBWINE  JUII  BEJIUKUX  OOCSTIB
CTPYKTYPOBaHUX, aj¢ HE PENAINHUX TaHWUX. 3aBISKHA THYYKIM cxeMi 30epiraHHs
BIH J0Ope MiAXOAUTH I TeJIeMeTpii, JOTyBaHHS TOMiM, 30€peKCHHS CTaHIB
00poOKkM nmaHux, koHbIrypamiii ta noBiAHMKIB. Po3mosain ganux 3a PartitionKey
JI03BOJISIE TATPUMYBATH BUCOKI HABAHTAXEHHS Ta TOPU30OHTAIbHE MacIITaOyBaHHS.
CepBic 4aCTO BHUKOPUCTOBYETHCSI B apXITEKTypax 3 MIKpPOCEpBICAMH, J€ KOKEH
cepBic MOe 30epiraTu BJIaCHI CYTHOCTI y TaOJHIIl 31 cielu(pIYHOI0 CTPYKTYPOIO.
Table Storage nerko iHTErpyeThCs 3 IHIIUMU cepBicaMu Azure, TAKUMU K Azure
Functions, Logic Apps, Event Grid. Hanpuxknaz, ¢GyHKIlis Moxke 00poOJIaTH BX1HI
naHi i 3anucyBatu pe3yabpTaT y Table Storage, abo HaBIaku — pearyBaTy Ha 3MiHH
y Tabnuili. 3aBASKM HU3BKIM BapTOCTI Ta BUCOKIM MBHUAKOCTI omepariii Table

Storage € onTUMalbHUM PIMIEHHSAM JUIsl CUCTEM MOHITOpuHry, loT-mmardopm,



KYpHAJTIOBaHHS Ta 30€piraHHs BEIMKOi KUIBKOCTI JAPIOHUX CTPYKTYpOBaHHUX
3aIUCIB.

3aBaanns
Yacruna 1. Po6ora 3 Logic App.

Yacrtuna 2. [Iporpamnua peanizauis Ha Python.

Xix po6orun
1. 3aiiniTe Ha moptan Azure — https://portal.azure.com
2. Ctopith Azure Logic App 3 tpurepom "When there are messages in the
queue" (T0siBa MOB1IOMJICHHSI B 4ep3i).
3. Hamamryiire Logic App aiist 3UUTyBaHHS MMOBIJIOMJICHHS 3 YEPTH.
4. Jlomaiite Jito, sika 30epirae BMICT IOBiIOMJICHHS Y HOBUH (aiin y Azure Blob

Storage.

3 createbiob v2)

ap

Pucynox 1. IIporec B Logic App, Ay OTprMaHHS IOBIAOMJICHD 3 YEPTH Ta
30epexxkenHs y Azure Blob Storage.
5. Hamamryiite Postman (abo 1HIIMIA 1HCTPYMEHT) JIJisl HaJICUJIAHHS TECTOBOTO

ITOB1IOMJICHHSI JIO YSPTH.



6. I[lepesipre, mo mnoBimoMieHHs 13 yepru 30epiraerbess y Blob Storage Ta

BHUJIAJISIETHCS TTICTIsT 00pOOKH.

O Refres b ]
Al -
u Create biob (V2)

(5D Subritfrom this action

Folder path
Ioutsenkocontainer 0

() Blob name
[ crete bios v2)
SeThadch-ecda-b66-adce-63be13a05174. txt ]
lob conten
Tes . Hello!

Name.

5e7ba0ch-ec9a-4066- adce-63be 13405174, txt 0

Pucynok 2. YcnimHo BukoHanui mpoiec B Logic App.
Hanumite nporpamy Ha Python, sika:
a. IligkmrovaeTses 1o Azure Storage 3a JOMOMOTOIO PsiJIKa M KIIOUCHHS
(Connection String).
b. Koxni 10 cexyHn mepeBipsie 4epry myqueue Ha HasBHICTh HOBHX
MOBIJIOMJICHb.
C. SIKI10 mOBIAOMJIEHHS 3HAWIEHO:
d. 3unTye TEKCT MOBITOMIICHHS.
e. CTBOpro€e TEKCTOBUH (haiiil 3 YHIKAIHHUM 1M’ sIM (HApUKIIal, message-
<uuid>.txt) Ta 3aBaHTa)xXy€ HOTO y KOHTEHHEp container2messages.
f. Bupganse moBiOMJICHHS 3 YEPry Iicias 0OpOOKH.
g. Axmo noBigoMiieHb HeMae — MPOCTo ovikye 10 cekyHn 1 mepeBipsie
3HOBY.
8. Iligroryiite 3BIT, AKWI BKIIOYAE: 3HIMKH €KpaHa; MporpaMy; BIAMOBIII Ha

KOHTPOJIbHI 3alTUTaHHS.



. BuganiTe BCl CTBOpEHI pecypcHM — y HACTYIHI IOCTIJOBHOCTI_— CEpBEp
CHUHXPOHI3aIlil, MPoLeaypy CUHXPOHI3allii, BC1 1HIII PECYPCH.

KoHTpoJibHI 3anIuTAHHSA.
. SAxi ocHoBHI XapakTepuctuku Azure Queue (po3Mip TMOBITOMIICHHS,
KUIBKICTh Yepr, TUIIX 4epr)?
. SIxy crpyktypy mae Message y Queue Storage Ta sAKi OOMeXEHHs
HaKJIaJal0ThCsl HA HOTO BMICT 1 po3mip?
. Sk mpamroe mexanizMm visibility timeout miciiss oTpUMaHHS MTOBITOMJICHHS 3
yepru?
. Y yomy piznunug mixk Peek ta Dequeue onepauismu B Azure Queue Storage?
. SIxi mepeBaru Bukopuctanus Azure Logic Apps st 00poOKy MOBIAOMIICHD 3
Azure Queue Storage?
. Slxuii Tpurep BUKOpPUCTOBYe€ThCcS B Logic Apps s aBTOMaTUYHOIO
34UUTYBaHHS HOBUX MOBIJOMJICHD 3 Uepru?
. SIx MoxHa peanizyBaTu 0OpoOKy MOBIIOMIIEHb y UK B Logic Apps npu
BEJIMKOMY TOTOIl JaHUX?
. Ilo BinOyBa€eThCS 3 MOBIIOMIICHHSM ITiCJISI TOTO, SIK Logic App ycIimmHo Horo
omnparoe?
. SIx manamryBatu error handling y Logic Apps npyu BUHUKHEHH1 TTOMHJIKH 11T

yac 0OpoOKH MOB1IOMJIEHHS 3 Yepru?

10.5Iky 6iomiotexy Python BukopuctoByeThCcs mns pobotu 3 Azure Queue

Storage, Ta sk ii BCTAHOBUTH?

11.5Ix cTBOpUTH KIi€HT s yepru 3a ponomoroio QueueServiceClient abo

QueueClient?



JlaGoparopHa pob6oTa Ne5.
OnrTumizanis nocrymy g0 nanux y Azure Table Storage.
Meta po6oTn: O3HaAOMUTHCH 13 IPUHLIUIIAMH TOOYI0BU €(EKTUBHOI CTPYKTYpHU
tabmmib y Azure Table Storage, mpoTtectyBatu Tpu pi3HI cTparterii 30epiraHus,
BUKOHATH 3aITUTH Ta MPOAHATI3yBaTH X MPOAYKTHUBHICTb.
TeopernuHi BizomocTi
Azure Table Storage — e NoSQL-cxoBumie tumy key-value, ontumizoBane 1is
MaciTabOBaHUX 1 BUCOKONPOAYKTUBHUX ONEPALli YUTaHHS Ta 3anucy. Tadnuii B
Azure He MatOTh (hIKCOBAHOI CXEMH: KOKEH 3amuc (entity) MOXe MICTUTH CBiil HaO1p
Bl1acTUBOCTEN. KITIOUOB1 €11€EMEHTH CTPYKTYpH:
PartitionKey — Bu3Havae JOTIYHUI PO3MOIIT JaHUX HA mapTHiii. JlaHi 3 pi3HUMHU
PartitionKey MoxxyTh po3milyBaTucs Ha pi3HUX (DI3UYHUX BY3JIax.
RowKey — yHikanbHUI KIH0Y BCEPEIUHI MAPTULLLI.
PartitionKey + RowKey — yHikalnbHUH CKJIaJICHUN TICPBUHHHIA KITFOY CYTHOCTI.
Timestamp — cucremHe 1ote, ke Azure OHOBJIFOE aBTOMATHYHO.
Bix cTpykTypH KIIOUiB 3aJIeKUTh MPOJYKTUBHICTH 3alUTIB, MACIITA0OBAHICTh Ta
BapTICTh OTEpallii.
Ockinbkn  Azure Table Storage € wMacmraboBanuM NoSQL-cxoBuiiem, Bij
MPaBUWIBHOI CTPYKTYPH KITFOUIB 3aJI€KUTh IIBUJIKICTh OTIEpaIii.
VY naGopaTtopHiii BUKOPUCTOBYIOTHCS TPH MOMYJISIPHI CTPATET1i:

1. Crpareris onTUMI30BaHA IJIsl YUTAHHS ONTUMI3Y€: IIBUJKI TOYKOBI 3alIUTH
(Point queries), moImIyk KOHKpPETHOrOo 3aMOBJIeHHs KiieHTa. IlepeBaru:
MiHimMalibHa 3aTpUMKa IpU BUOIpLI OAHOro 3amucy. Jloriune rpymnyBaHHS
JIaHUX 3a KJIIEHTOM crpolrye 3BiTHICTh. Henpomiku: HemoxmmBo eexTuBHO
Gb1apTpyBaTH 32 XPOHOJIOTIEI 0€3 TOTATKOBUX 1H/ICKCIB.

2. Crpareris "CKkaJeH1 KJIOY1 IJis J1ala30HHOTO YUTaHHS" J03BOJISIE: POOUTH

edekTuBHI range queries (MO JaTax), BAKOHyBaTU copTyBaHHs 1o RowKey



(mekcukorpadiune). Ilpuxman: Azure Table Storage 30epirae psaku B
nmopsinky RowKey, Tomy komb6iHoBanmii mod YYYYMMDD orderID
JI03BOJISIE OTPUMYBATH BCl 3aMOBJICHHSI KJIIEHTA 32 KOHKPETHUM MicCsSIb a0o
nepioj, YHUKaTH MMOBHOTO CKaHyBaHHS TaOIHIII.

3. Crpareris "Entity Duplication (JlyOmtoBanHs CyTHOCTEH)" CTBOPIOE 1Bl KOTTi1
OJHUX 1 TUX CaMHX JaHMX, IIe KiaacuuHui NoSQL-maxia, Koidu oauH 1 TOM
caMuil TOKYMEHT 30epiraeTbCs y ABOX BUAAX, MO0 ONTHUMI3yBaTH JOCTYII 13
pi3Hux HanpaMkiB. [lepeBaru: [lIBuaki 3anuTH 13a order 1id, 13a customer _id.
YHUKHEHHST Oporux omneparilii ckanyBaHHs. Hemomiku: [lani my0imioroThes
— MOTPI0EH KOHTPOJIb consistency npy OHOBJICHHSIX.

3aBaaHHs

1. Ilepeiaite Ha matdopmy Kaggle Datasets. 3aBantaxkre Oynp-sxuii CSV-
daiiyn, MmO MICTUTh JaHl NpO TpaH3aKIlli, 3aMOBJIEHHS a0O0 KIIIEHTIB.
Hampuknan: E-commerce Data, Online Retail. OGepite He menme 1000
3aMuCIB U1 TECTyBaHHS.

2. OO0epiTs 3 (haitiry HacTymH1 oJs (a0o moi0H1 10 HKX): customer id, order id
a6o transaction_id, order date, amount a6o total price.

3. CTBOpITH TpH TAOIHII 3 PI3SHUMH CTPATETisIMU 30epiraHHs

3.1. nns edexruBHoro umranHs (Read-efficient design) - BuxopucroByiiTe

PartitionKey = customer_id, RowKey = order _id.
3.2. Compound Keys — BUKOPUCTOBYITE
PartitionKey = customer _id
RowKey = order date order id (manpukmnazn: 20230901 order001)

3.3. Entity Duplication — BukopucToByiiTe
PartitionKey = customer_id, RowKey = order _id
PartitionKey = order_id, RowKey = customer _id

4. Jlnst KoxxHOT TaOJIHIll BUKOHAKTE:



4.1.Toukosuii 3arut (Point query):
PartitionKey eq 'customer_1'and RowKey eq 'order_123'
4.2.Jliamazonnuii 3anut (Range query):
PartitionKey eq 'customer_1' and RowKey ge '20230901' and RowKey le
'20230930' (mmss Compound Keys)

5. 3anoBHITH TaOIUIIO

Ta0annda Tun KinbkicTs Yac BUKOHAHHA
3alUTy pe3yJbTaTiB (cek)

Read-Efficient Point

Read-Efficient Range

Compound Keys | Range

Entity Point
Duplication (order)
Entity Point (user)
Duplication

6. Iligroryiire 3BiT, Akuil BKIoYyac: CSV-daiin, axuii BukopuctoByBascs. Ko Ha

Python 3 iMmmmopTom, 3anucom 1 3anutamu. TaOJHIIO 3 Pe3VIIbTaTAMUA BUMIPIOBAHD

yacy. BiamoBial Ha KOHTPOJILHI 3alIUTAHHS.

7. BumamTs BC1 CTBOPEHI PECYDCH.

KoHTpoJibHi 3anIUTAHHS.
Ska ctpareris 3a0e3neunia HAMIBUALLIMNA TOUKOBHUH 3anuT? Yomy?
J1J1s 90r0 BUKOPUCTOBYIOTHCS CKJIa/IeH1 Kitoui? SIKy mepeBary BOHU J1al0Th?
SIxi mepeBaru 1 HeIOJIIKM TyOJIOBaHHS CyTHOCTEM?

Yowmy B Azure Table Storage BaxnuBo npaBuiabHO Bubupatu PartitionKey?

o & W e

Sxi oomexxenns mae Table Storage npu dinpTpartii gfaHux?



JlaGoparopHa po6oTa Ne6.
Po6ora 3 Azure Cosmos DB for NoSQL
Meta pob6oru: 3100yTH HaBUKH podoTu 3 Azure Cosmos DB 3a nornomorozo
moBu3anuTiB SQL i kmentcrkux 0i0miorex st .NET, JavaScript, Python i Java.
Teopernuni BitomocTi
Azure Cosmos DB miarpumye m’sTh pPIBHIB Y3TOJDKEHOCTI, IO JIO3BOJISIIOTH
OamaHCyBaTH MIDK TOYHICTIO JaHUX, MPOAYKTHUBHICTIO Ta 3aTpUMKOO: Strong,
Bounded Staleness, Session, Consistent Prefix ta Eventual. BuGip piBHs
y3rOJIPKEHOCT1 BU3HAYA€, HACKUIbKU aKTyallbHUMU OYyAYTh JlaHl, SIKI YATAE KITIEHT
MICIIS 3aMKUCY, OCOOIMBO B II100aJIBHO PO3MOAIEHUX CUCTEMAX.
Strong Consistency rapantye HalBHUIIUKA PIBEHb — YCI YATAHHA B1JOYBArOTHCA 3
MOBHOIO CHUHXPOHI3AIIEI0 JIAaHUX Y BCIX peIUlikax, o 3a0e3neuye MOBEAIHKY,
ananoriyny ACID-cuctemaM. OnHak 1ed pexXuM 30UIbIIYE 3aTPUMKY Ta 3HUKYE
JTOCTYIHICTh Y MYJIbTH-perioHaabHuX KoHpiryparisx. Bounded Staleness mo3Bouisie
yuTauyeBl 0aYUTHU J1aHl 3 KOHTPOJbOBAHOI 3aTPUMKOIO (32 4acoM ab0 KUIbKICTIO
omepariiif), 3a0e3mneuyroun OajaHC MK TOYHICTIO Ta MPOIYKTHUBHICTIO. Session
Consistency e pexuMoM 3a 3aMOBUYBaHHSM 1 3a0e3redye ceMaHTUKy read-your-
OWN-writes y Meax OKpeMoi KJIIEHTChKOI CECli, 110 pOOUTH HOTO ONTUMAIIBHUM JIJIsI
oinbIocTi 6i13Hec-ciieHapiiB. Consistent Prefix rapantye npaBuiibHy OCIITOBHICTD
3anuciB, ajie He iX akryanbsHicTh. Eventual Consistency 3a0e3neuye MakCUMaiabHy
MPOJIyKTUBHICTH 1 MIHIMaJIbHY 3aTPUMKY, aJleé YATAHHS MO>KE TUMYACOBO TIOBEPTATU
3acTapiii JaHi, M0 TPUHHATHO JUIs TeJEMEeTpii, JIOTIB Ta IHIIUX HEUYYTIWBHUX JIO
HEralHOi TOYHOCT1 CUCTEM.
Cosmos DB mpomonye 1Ba OCHOBHI PEXUMH KEPYyBaHHS pecypcamu, IIIo
BU3HAYAIOTh, SK CIOXHBAIOTHCS W OIJIAYYIOThCS OOYUCITIOBAIBHI PECYPCH:

Provisioned Throughput Mode ta Serverless Mode.



VY Provisioned Throughput Mode xopuctyBau 3amae Hamepea KuibkicTh Request
Units (RU/s), moctymHmx s KoHTeiiHepa abo 0Oa3u maHux. lle 3a0e3meduye
rapaHToOBaHy MpPOJIYKTUBHICTh 1 TmepeAdauyBaHy 3aTpuMKy. Takuil pexum
ONTUMAJIbHUM 711 CTaOUIbHUX a00 BHUCOKOHABAHTAXKEHUX CHUCTEM, HAMPHUKIIA[
OHJIalfH-MarasuHiB, ()iHAHCOBHX CEPBICIB a00 MIKPOCEPBICIB 13 MOCTIHHUM MOTOKOM
3anuTiB. Heponikamu € moTeHIliiiHa NieperniaTta B epioid HU3bKOr0 HABAHTAXKEHHS
Ta HEOOX1IHICTh TUIaHyBaHHs MoTpiOHOTrO RU-mimiTy.

Serverless Mode — me cmokuBanbka MOJIENb OIUIATH, 33 SIKOI PECypcH He
pPEe3CepBYIOTBCS Hamepena, a oriara BinOyBaeTbes Jume 3a ¢daktuudal RU,
BUKOPUCTaHI 3anuTamMd. PexuM 11eanbHO MIAXOAWTH [UIsl HEPETryJIApHUX,
Hernepen0ayyBaHUX a00 HHU3bKOAKTUBHUX pPOOOYMX HAaBaHTaXXEHb, TaKUX SIK
HEBENUKI BeO-CepBICH, MPOTOTUIIH, TECTOBI CEPEOBUIINA, CEpPBEPless-apXITEKTYpH.
[IpoTte mpu BHUCOKMX 1 CTAaOUIBHMX HABaHTAXEHHSX BIH MOXE€ OYTH 3HA4YHO
JopoXkunM nopiBHsHO 3 Provisioned Throughput.

Cosmos DB BUKOpPUCTOBY€ MEXaHI3M CEKIIOHYBaHHS Il MaclUTaOyBaHHS SK
o0cAry naHux, Tak 1 mpomnyckHoi 3natHocTi. Jloriuna cexiis (logical partition) — 11e
rpyIa JOKYMEHTIB, III0 MalOTh OJHaKoBe 3HaueHHs Partition Key. Jloriuna cekiis
BHU3HAYa€ JIOTIYHE PO30OUTTA JaHUX Ta € OJMHMIECI0 TpaH3akiii B mexax ACID-
omepariid. Jlani BcepennHi JIOTIYHOT CEKIlii MOXYTh B3a€EMOMISTH Y MEXKax €IMHOT
TpaH3aKIIli, TOJ1 K KpOC-CEKIIIiH1 TpaH3aKLii 0OMEXKeH].

®dizuuna cekuia (physical partition) — 1e QaxTuyHuil 610Kk 30epiraHHs Ta
oOumnCIIOBAILHUX pecypciB, Ha siki Cosmos DB posnoninse noriuni cekiii. OaHa
¢d13uyHa CeKIlisi MOXe MICTUTH 0araTo JIOriyHuX cekiiil. CucremMa aBTOMaTUYHO
CTBOPIOE HOBI (hi3WUHI CEKIiT TP 3POCTaHHI 00CATY JaHUX a00 HaBAHTAXKEHHS, 1110
3a0e3nevye ropu30HTANIbHE MacIiTadyBaHHs 0e3 BTpydaHHsI KOpHcTyBauda. BuOip
edpexktuBHoro Partition Key € KpuTHUHMM 1 BIUIMBaE Ha PIBHOMIPHICTH

HABAHTAKCHHS, YHUKHEHHS Tapsuux cekiid (hot partitions) 1 onTtumanbhe



BukopuctanHs RU. JloOpe mimiOpaHuii K04 TOBMHEH MaTU BUCOKY

KapAUHAJBHICTh, PIBHOMIPHUIA PO3MOILI Ta BPAXOBYBATH TUIl OCHOBHHX 3aIlUTIB.

3.

3aBaaHHA
Posropuytn  Cosmos DB Emulator (https://learn.microsoft.com/en-
us/azure/cosmos-db/emulator).
3aBaHTaKUTH JSON file 3a MTOCHJIAHHIM

(https://jsonplaceholder.typicode.com/users )

3a 10IIOMOT 00 OJHIET 3 KIIIEHTCHKUX O010JI10TEK:

a. ctBoputH 6a3y nanux Cosmos DB Ta konteiinep.

b. 3aBanTaxutn JSON HOKyMEHT; BU3HAUTE KJIFOU KOHTEHHEpa.

C. BukoHaTu SQL 3amuTu:

v’ 4uTaHHA 3 GLIETPOM.
v’ OHOBJICHHS 3HAYECHHS BIACTHBOCTI.

v Busnauuty Kinbkicts O3/c, sKi 3Ha100MIUCH I KOXKHOI'O 3aIUTy.

[TinroTyiiTe 3BIT, sIKUii BKJItOYaE: nporpamy. Tabnuiiro 3 pesyasraramu O3/c,
K1 3HAAOOMJINCh JJI1 KOXKHOTO 3amuTy. BiamoBial Ha KOHTPOJBHI
3allUTaHHA.

KoHTpoJibHi 3an1uTaHHA

. Homy piBenrb Strong Consistency 3abe3rneuye HaWBHUINY y3TOKCHICTD, aje
BIUTMBA€E HA POJYKTUBHICTb 1 II100aIbHy TOCTYIHICTh?

. Y SKuX CIeHapisx JAOoIiIBHO BuKOprcToByBaTtn Eventual Consistency, i ski
PHU3UKHU LI€ CTBOPIOE JJIsl YUTAHHS JaHUX?

. lo o3Hauae BnactuBicTh read-your-own-writeS 1 mais sSKUX piBHIB
y3rOJIKEHOCT] BOHA FapaHTy€eThCs?

. Y domy momnsrae cyth pexumy Provisioned Throughput Mode, i sk

BUMIPIOETHCS PONyCcKHa 31aTHicTh COsSmos DB?


https://jsonplaceholder.typicode.com/users

9.

Aki mnepeBaru Ta HEAOJIKM BUKOPUCTAHHS 3a37ajeriib BHUJILICHOTO
nporyckHoro pexxumy  (Provisioned  Throughput) mms  craGinpHEX
HaBaHTA)XCHb?

Sk mparroe Serverless Mode, i B skuX BHIAAKaX BiH € ONTHMAaJIbHUM
BHOOpOM?

Yomy Serverless Mode moke OyTH AOPOKYMM JJIsi BHUCOKHX ITOCTIHHHMX
HaBaHTa)XCHb MOpiBHAHO 3 Provisioned Throughput?

o Take RU (Request Units) 1 sk iX crioXuBaHHS BiIPI3HIAETHCSA MK IIUMH
JIBOMa peKUMamu?

1o Take noriuna cekis (logical partition) i siky pois Binirpae Partition Key?

10.VY yomy moJisirae BiAMIHHICTh MIXK JIOT14HOIO Ta (hizuuHor0 cekiiero (physical

partition)?

11.fxum unHoM Cosmos DB aBroMatnyHOo MacmTaOye (i3U4YHI CEKIil Mpu

30UTbIIIEHH] 00CATY TaHUX a00 HAaBaHTAXKEHHSA?

12.5Iki xputepii ciig BpaxoByBaTu mij yac BUOOpy edektuBHoro Partition Key?

13.5Ix1 ocHOBHI 00’€KTH CTaHOBIATH iepapxito SDK azure.cosmos (Hampukian,

CosmosClient, Database, Container) i siIKy pojib BUKOHY€E KOKEH 13 HUX?



JlabopaTtopna po6ota No7
Tema: ITiaxnrouenns l0T-npuctporo mo Azure 10T Hub ta 36epexenns renemeTpii
y InfluxDB Cloud
Meta podoru: O3HalOMHUTHUCH 13 IPUHIMITAMU pOOOTH XMapHUX cepiiciB 10T Hub
(Microsoft Azure) ta InfluxDB Cloud.
Teopernuni BizomocTi
0T Hub — 11e kepoBanwmit XMapHU cepBic Azure, Ik 3a0e31eUye: TBOCTOPOHHIN
oOmin ganumMu MK loT-mpuctposiMu Ta XMmaporw, MacmTaboBaHy OOpOOKy
TeJIEeMETpii, aBTEHTU(]IKALIIIO PUCTPOIB, 30UpPaHHs, MapLIPYTHU3AL[IFO Ta 30epiraHHs
MIOB1JIOMJICHb.
OcnogHi enementu [oT Hub:
v" Device ldentity Registry — peectp, me 30epiraroTbesi BCi 3apeecTpoBaHi
IIPUCTPOI.
v' Shared Access Keys — kirodi st aBTeHTH(IKAIII.
v" Built-in Event Hub-compatible endpoint — Touka mocrymy st YdTaHHS
TEJIeMETPii CTOPOHHIMH CepBiCaMH.

v Routes — mpaBuiia epecuiIanHs MOBIIOMIIEHb Y pi3Hi cepBicu Azure.
Kosxen npuctpiit B [oT Hub mae: Device ID — ynikansne im’si. Authentication keys
— Primary / Secondary Key.

Connection String — psiIOK MiIKITIOYEHHS, SIKUH BUKOPUCTOBYETHCS Y IPUCTPOI.
®opmar Connection String:
HostName=<hub>.azure-devices.net;Deviceld=<device-
id>;SharedAccessKey=<key>

Be6-cumynstop Raspberry Pi npairoe sik BipTyanpHUi TpHUCTPIl, KN HaACHIIA€

JlaH1 CEHCOpIB (TeMmepaTypy, BOJOriCTh, cBITIO0 Toio) y lIoT Hub, BukopuctoBye



Node.js-moaiOHui Ko 11t BiAmpaBKu moBigomiieHs. ITicis BcraBaerds Connection
String, mpUCTpiit iIMITYy€ pOOOTY peantbHOr0 CEHCOPHOTO BY3Ja.
[oT Hub mictute BHyTpimHIA Event Hub endpoint, sikuii mo3Bosisie yntatu JaHi
tenemetpii 3 [oT Hub Tak camo, six 13 Event Hubs.
[TapameTpu: Event Hub-compatible endpoint — URL ans minkmodYeHHs Kili€HTa.
Event Hub-compatible name — noriuna Ha3zBa motoky. Consumer Group — rpyma
yrTadviB (3a 3amMoBuyBaHHsIM $Default).
YuraHHs TeneMeTpil 3MIHCHIOEThCS Yepe3 0i0moTeky azure-eventhub.
InfluxDB — ne BucokomBHakicHa time-series 0a3a IaHUX, ONTHUMI30BaHA IS
TeneMeTpii, motokoBux loT-manux,
BHUMIpIOBaHb CEHCOPIB.
OcHoBHi komnoHeHTd InfluxDB: Bucket — noriune cxosume (ananor b/l a6o
tabmuii). Organization — oprasizaiiiiHa o0gacTe KopucTyBava. Token — kirou
st ayrentudikanii API. Measurement — taGuuiis, 1110 MiCTUTh time-series 3aIucHu.
Fields — s3nauenns (temperature, humidity). Tags — iHJaeKcoBaHI MeTaaaHi
(manpuxnan, device id).
VY InfluxDB koxeHn 3amnuc Mae:

v/ aBTOMaTMYHHH timestamp,

v measurement ("sensor-data"),

v’ 3HadeHHs mojiB (temperature, humidity),

v’ onmionansui Teru (deviceld).

3aBIaHHA

1. CtBopiTh HOBUH pecypc [oT Hub, Ha3Ba mounHanacs 3 Bammoro npi3BHIIA.



i = Microsoft Azure P search resources, sendces, and docs (G+/) I O Copilat -

e > Marketplace > loT Hub

Home > Creat
loT hub
Basics Metworking ~ Management  Add-ons Tags  Review + create

itor, and manage bilkons of your 10T assets. Learn more

joul use to manage deployments and costs, Use resource groups like folders to help you

on >
Resol P
Instance detail
ST hub name
Regi
Tier
Daily message fimit * ( [ 72 000 0 usD/montry v

Pucynok 1. Ctopenns pecypey 10T Hub
2. Binkpuiite ctBopenuit 10T Hub. ¥ poszmini Devices — + New device

3apeecTpyiTe HOBUM nmpUcTpii. 36epexiTh Primary Connection String Baroro
MIPUCTPOIO.

2 Create a device
It

Pucynok 2. Peectpariis npunany loT
3. Binkpwuiite emymnstop Raspberry Pi IoT: https://azure-
samples.qgithub.io/raspberry-pi-web-simulator/



https://azure-samples.github.io/raspberry-pi-web-simulator/
https://azure-samples.github.io/raspberry-pi-web-simulator/

4, Jonaitite Device Connection String y 3minny connectionString y xoui

CUMYJIATODA.

Pucynok 3. HanamryBanus emyssrop Raspberry Pi.
S. 3anmycCTiTh CUMYJIALIIO, OO MPUCTPIA MOYAB HAJACWIATH OBIJOMIICHHS
(Temmiepatypy, BoJioricTh To11o) y IoT Hub.

6. [MepeiiaitTe 3a nocumanusam https://cloud2.influxdata.com/. 3apeectpyiiTecs.

1. CrtBopith Bucket (cxoBuiiie) 3 Ha3BOO, 1110 TOYUHAETHCS 3 BAIIIOTO
MIPI3BHIIIA.

8. CrtBopith API Token y po3aini Load Data — API Tokens Ta 30epexiTh
HOrOo.

Buxopucraiite napameTpu miaKIFOYeHHS:

INFLUXDB_URL = "https://us-east-1-1.aws.cloud2.influxdata.com"
INFLUXDB_TOKEN = <token mns Bamoi cecii Load Data/API TOKEN>

INFLUXDB ORG = <na3Ba oprasi3aiiii 3 sSIk0i BU 3ape€CTpPOBaHI<

INFLUXDB BUCKET = Ha3Ba cxoBuIla



https://cloud2.influxdata.com/

EVENT_HUB_CONNECTION_STRING = IoT Hub — Built-in endpoints —
Event Hub-compatible endpoint

EVENT_HUB_NAME = Event Hub-compatible name
CONSUMER_GROUP = "$Default"

Hamumrite ko Ha Python, sxuii Oyae:
OtpumyBatu noBigomieHHs 3 IoT Hub (duepe3 Event Hub endpoint);

YuraTtu 1aH1 CEHCOPIB (TeMIeparypa, BOJIOTICTh);

NSRRI

3anucysaru ix y InfluxDB y Tabaumiro (measurement) “sensor-data”.
10. Ilepesipka pesynbrartiB: [lepernsupte nani y Bedintepdeiici InfluxDB (Data

Explorer — Bamr bucket — measurement sensor-data).

.

t-1-1.aws.doud2.influxdata.com/org:

butsenko butsenkol

Data Explorer

+ New Script ~ B OPEN B Save

R b

]
c]

% CSV @ Pastth

64.50961253631921 21.411035170121796 2025-11-21T18:27:50.877Z

76.76666050859723 25.941710943924868 2025-11-21T18:27:51.611Z

63.67987081422003 31.830082352195813 2025-11-21T18:27:52.614Z

78.1106725666002 21.132543733899222 2025-11-21718:27:53.6292

Pucynok 4. Jlani npunany 10T, 36epexeni B Tabaumi InfluxDB.
11.  IligroryiiTe 3BiT, KW BKJIIOYAE: MPOTpaMy, 3HIMKHU ekpaHa (kpoku 5, 10).
BianoBiai Ha KOHTPOJIBHI 3aITUTAHHS.

KonTpoJsbHi 3anuTaHHsA




1. [ITo Take Azure IoT Hub i siky poJib BiH BUKOHYE B apXiTeKTypi [oT-
cucremu?

2. Sxe npusHauenns Event Hub-compatible endpoint y IoT Hub?

3. SIKi THIM 1aHuX 3a3BUYait 30epirarothes B INfluxDB?

4. Yomy InfluxDB migxoauts asist poOOTH 3 YaCOBUMH PsiiaMu’?

5. SIxi ocHoBHI komnonenTu Mmae 3anut y InfluxDB (bucket, organization,
token)?

6. SIk MokHA BizyanizyBatu otpuMaHi naHi 3 InfluxDB?
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Enexkmponni pecypcu

1. "Azure Storage Actions documentation" 3a NOCUJIAHHSM:
https://learn.microsoft.com/en-us/azure/storage-actions/storage-tasks/

2. "Azure Logic Apps documentation" 3a MOCUJIAHHSIM:

https://learn.microsoft.com/en-us/azure/logic-apps/


https://doi.org/10.32347/2412-9933.2025.63.167-173

3. "Azure File Sync documentation" 3a MTOCUJIAHHSAM:
https://learn.microsoft.com/en-us/azure/storage/file-
sync/?utm_source=chatgpt.com

4, "Azure Table storage documentation" 3a MTOCUJIAHHSIM:
https://learn.microsoft.com/en-us/azure/storage/tables/?utm_source=chatgpt.com

5. InfluxDB 3 Core documentation 3a MTOCHUJIAHHSIM:

https://docs.influxdata.com/influxdb3/core/



