Jlekuist 4. Beenenns y cxopumia ganmx, Azure File Shares.

Tema 1. CTBOpeHHs Komili cTany ¢aiiinoBoro cxopuia st SMB File Shares.
Tema 2. Mirpamii “Lift and Shift” — 06e3 BHeceHHs 3MiH JI0 3aCTOCYHKY.
Tema 3. Python SDK nis po6oru 3 Azure File Share.

Tema 4. CunxpoHi3alis cepBepiB Ha ocHOBI komitoHeHTa Azure File Sync Agent.



Azure File Shares

OpH1€r0 3 HAUOUIBIIMX IIepeBar XMapHUX TEXHOJIOTIM € MOXKJIMBICTh 30€pIraHHS
Ta CIUILHOTO BUKOPUCTaHHS (aliiB 0€3 HEOOXI1JHOCTI KepyBaTH (PI3MYHHUMMU
cepBepaMH Ta CKJIagHOK 1H(QpacTpykTryporw. OIHHM 13 PpIIIEHb, IO
IIPOITIOHYETHCS Ha mrardopmi Azure mis nmux e, € File Shares.



Azure File Shares — ue cnyxba 36epiraHHa dannis B xmapi Big Microsoft Azure, ka 0O3BONSE CTBOPIOBATU
3aranbHi dpannosi cxoBuwa ans 30epiraHHsa Ta ObMiHY dhamnamm B XMapHomy cepeposuuli. Lia cnyxba
npautoe 3a npotokoriom SMB (Server Message Block), wo pagosBonde kopuctyBadam Jierko ManuTu
(MOHTYBaTW) Ui pansioBi CXoBMLLA Ha CBOI JTOKanbHI NPUCTPOI, NOAIOHO A0 NOKanbHUX MEPEXEBUX OUCKIB.
OcHoBHiI xapaktepuctukn Azure File Shares:
1.CninbHUM goctyn ao daunis:
1. Azure File Shares Hagae MOXNMBICTbL OpraHidauisiM OinMTuca annamm MiX pisHUMKU cepBepamMu Ta
KOpUCTyBa4YamMm 4Yepes Mepexy.
2.NMpoTokonwu:
1. BukopuctoBye SMB T1a NFS (gns Linux cepenosuLy) ana goctyny Ao dpannis.
3.IHTerpauis:
1. Jlerko iHTerpyetbca 3 Windows, Linux i macOS cuctemamu. MoxHa manutu doannosi pecypcu yepes
cTaHOapTHI 3acobu onepavuinHnX CUCTEM.
4.[JOCTYNHICTb:
1. Azure File Shares 3abeaneuyye BUCOKY HaOiMHICTb Ta OOCTYMHICTb, TOMY dannn OOCTYMHI 3 Oyab-AKOl
TOYKU CBITY Yepes IHTepHeT.
5.Pe3epBHe KonitoBaHHA:
1. Azure 3abe3nedvye mMexaHi3aMu Ansi pe3epBHOro KonitoBaHHS dpannis i BiAHOBNEHHS IX y pa3si BTpaTu.
6.lLncppyBaHHA:
1. Bci gaHi B Azure File Shares wmndpytoTbcs sik B CTaHi CrOKOK, Tak i nig Yac nepegaui.
7.CueHapil BUKOPUCTAHHA.
1. CninbHe BUKOpPUCTaHHSA (hannis MiXX cepBepamu,
2. 3bepiraHHs Ta 0bMiH hannamn ans MobinbHUX | BigganeHUx KOpUCcTyBauiB.
3. IHTerpauis i3 3acTocyHkamMmu, Lo nNoTpedyoTb dhannoBmMx CXOBULL.



e dannosi cxosmuwa Azure matoTb noAibHy Ao BLOB cxoBwuLy, opraHi3auito asne gocTyn A0 Nanok 3 ¢ganiamum OTPUMYETLCA
yepe3 SMB (Server Message Block) npotokon

» Server Message Block (SMB) — npoTtokon npuknagHoro piBHA (y meperkesin mogeni OSl), 3a3BM4ait BUKOPUCTOBYETLCA ANS
HaZlaHHA po3aineHoro aoctyny Ao ¢bannis, NPUHTEPIB, NOCNIAOBHUX NOPTIB Nepeaadi AaHUX, Ta iHLWOT B3AaEMOAiT MiXK By3/1aMu
B KOMM'IOTEPHIN MepeXKi.

OcobnusicTtb SMB 1.0 SMB 2.0 SMB 3.0+
PiK BUNVCK 1980-T1i (Windows 95 i Windows 2006 (Windows Vista/Windows 2012 (Windows 8/Windows
yery NT) Server 2008) Server 2012)
. HaMNOBIbHILA, HU3bKa MoKpalleHa NPOAYKTUBHICTD, BucoKa WBMAKICTb, ONTUMI3aLLis
LUBuAaKicTb . ane He ONTUMi30BaHa ANA ANA BE/IMKUX HaBaHTaXKeHb Ta
e(PEeKTUBHICTb .
Cy4aCHUX BUMOT XMapHUX cepBiciB

MigTpumka wudppysaHHa SMB3,
ayTeHTUdiKauia yepe3 Kerberos,

3aXMUCT Big aTtak "man-in-the-
middle"

OCHOBHi NoKpalLeHHA 6e3neky,
ane 6e3 wndpyBaHHA Ha PiBHI
NPOTOKONY

BiacyTHicTb wWndpyBaHHA,

be3neka )
BPa3/IMBICTb 40 aTakK



| SMB 1.0 (Windows 95/NT) |

| - BasoBa nigTPMMKa KnieHT-cepBep |
| - MoBinbHUN, 0ObMmexkeHa be3neka |
| - Bukopucrtosysascs Ao 2000-x pokiB|

| SMB 2.0 (Windows Vista/2008) |

| - MoKpaleHa wBKMAKicTb | 6esneka |
| - NiaTpymKa GinblKMX Kewis |
| - OnTUMmiI3auis Ana NOKaNbHUX MepPEX |

| SMB 3.0+ (Windows 8/2012+) |

| - BucoKa WwBMAKiCcTb Ta MacwTaboBaHICTb |
| - NiaTpmka wudpysaHHa (SMB3) |
| - lneanbHO NigxoAMTb ANA XMAPHUX PillEHD |

SMB 1.0:

[MoyaTKOBUM NPOTOKOA, SAKUMA 3abe3nedyBaB 6a3o0By
dYHKLIOHANbHICTb AnA cninbHOro Aoctyny Ao ¢aunnis i
NPUHTEpPIB, ane maB 6arato obmerkeHb y NPOAYKTUBHOCTI
Ta be3neu,.

SMB 2.0:

[Mpotokon SMB 2.0 6yB 3Ha4yHO MNOKpaweHun. BiH
30inbWKMB WBUAKICTb POOOTM, 3MEHLUMB BUTPATU Ha
MepeXeBi pecypcu i niatpumyBas binblwi ¢pamnu, ane He
MaB LWWNPPYBAHHA HA PiBHI NPOTOKOANY.

SMB 3.0+
BeeaeHnn y Windows 8 i Windows Server 2012, SMB 3.0
3abe3neyye BWUCOKY MPOAYKTUBHICTb | HaAiNHICTb,

NIATPUMKY WKMPPYBAHHA AQHUX, @ TAKOXK ONTUMI3ALiIO
ANA BENMKUX macwTabiB i xmapHuUx piweHb. LUsa Bepcia
CTasla CTaHA4APTOM A1A CY4aCHMX KOPNOPATUBHUX MeEpeXxK.



Ocobnusictb

NigTpumka senukux pannis

TexHonorii Ta PyHKLiT

Mo6inbHicTb Ta aAaNTUBHICTb

BuKopuctaHHA

NiaTpymKa BigMmoBOCTIMKOCTI

SMB 1.0

ObmerKeHHA Ha MaKCUMaibHU
po3mip banny

Mani MOXXAUBOCTI AnA
6arato3agayHocTi Ta
macwTaboBaHoOCTI

Hu3bKa ePeKTUBHICTb Y BENUKMUX
MepeXax

B OCHOBHOMY AN1A NOKaNbHUX
MepeX i CTapux cmcrtem

ObmexeHa nigTpMmKa
HAABHOCTI pe3epBHUX LLNAXIB

SMB 2.0

MiaTpumKa binbwnx pamnis, ane

6e3 onTumisauii

MigTpnmka Binbwmx po3mipis

I-(eLIJiB, 3Ha4yHe NMoKpaLweHHA npu

poboTi 3 Mepexkamu

MoKpauweHa MobinbHICTb Ta
MacLTaboBaHicTb

nAa nignpuemcTs, cepesoBULLE
3 6inbLIOO BUMOro A0
edbeKTUBHOCTI

[NoKpalweHa nigTpyumMmKa npum
BiAMOBAX i BiAHOBNEHHAX

SMB 3.0+

MoxnuBicTb poboTu 3
Be/InyesHUMMu pamnamu, BeNnKi
MOXNMNBOCTI ANA BENNKUX AAHUX
[JoaatkoBi PyHKLI:
niyeH3yBaHHA Yyepe3s SMB
Direct, komnpecia gaHux,
NiATPUMKA XYPHaNiCTUKKN ana
dannis

Nigrpmka xmap Ta
onTMMi3aLuia gnAa sigaaneHmnx
Mepex

Ona cydacHUX NiANPUEMCTB,
XMapPHUX PillieHb, 3 BUCOKUMMU
BMMOramm o 6e3neku i
edEeKTUBHOCTI

Bucoka BigMOBOCTIMKIiCTb Yepe3
A0AATKOBI MOXNNBOCTI
(Hanpuknapg, BiAHOBAEHHA NicnA
aBapii)



Kno4oesi cnosa

[MoHATTA Onwuc

Share BepxHin piBeHb pannoBoro cxosmwa. Hanpuknaa,:
\\myaccount.file.core.windows.net\myshare

. [Manka y CXOBULLI — MOXe MICTUTK Nignanku Ta ¢anam

Directory Y » . & ¢
(aHanor nanok y npoBigHUKY).

File CtaHpapTHUI pain byab-aKoro TUNY (AOKYMEHT,
CKpUNT, TOLWO).

JlokanbHa mepexa Azure Files

MepekeBnit anck H: XmapHe cxosuule \\* .file.core.windows.net\*

MpoTokon SMB Ton cammi SMB

dannun Ha cepBepi B yHiBepi dannn B xmapi Microsoft Azure




LLJo make cninbHi mepexcesi Oucku?

Lle dannosi cxoBuLa, A0 AKUX MOXKYTb OAHOYACHO NiAKAKOYATMCA KiJibKa KOPUCTYyBadiB abo cepBepiB y Mepexi.
Azure Files — ue xmapHun cepsic Microsoft Azure gns 36epiraHHa ¢pannis, AKNI:

[Mpautoe AK CNiNbHUN MepeXeBU AUCK, ane y Xmapi.

[MOBHICTIO KEPOBAHUIN: He NOTPIOHO HaNawWTOBYBAaTK BNACHi $anioBi cepBepu.

OcHoeHi cyeHapii sukopucmaHHs - "Lift and Shift" mirpauii

v’ MMepeHeceHHA 3acTapinux AoAaTKIB y xmapy 6e3 3miH y Kogai.

v' 0cob11BO KOPMCHO, AKLLO A0AATKM BUKOPUCTOBYIOTb PpainNoBi WAAXW, AKI HE MOXKHA 3MIHUTK.

v' CninbHe BWKOPUCTAHHA KOH}irypauinHux dannis - MoxkHa 36epiraTM HanawTyBaHHA, AKI BMKOPWUCTOBYIOTb Ki/NbKa
BipTYa/ZIbHUX MALLUH.

v LeHTpanizoBaHe 36epiraHHA - 36epeskeHHA NoriB, iIHCTPYMEHTIB pO3pOBKU, CKPUNTIB, 3arajibHUX Pecypcis.



daiiin Azure — cnoci6 “lift and shift”
(mirpamiss — ©Oe€3 BHECEHHS 3MiH Yy
noaaHok). IlpunycTumo, Ha JTOKaJIbHOMY
cepBepi Bu 30epiraere AaHi Ha gucky E:\.
Jns  wmirpamii  BM  CTBOPIOETE  CBIH
OOJIIKOBUM 3amuc JjIs 30epeKeHHS JTaHUuX
— B pe3yJbTaTi BU OTPUMYETE JOCTYII IO
Azure (aiiioBux pecypciB.
BcranosmroeTe BiAmOBIAHICTE MK Azure
IManKkamMyd Ta ITanKaMd Ha JIOKaJbHUM
aucky E:\.

SMB (Server Message Block)

Server
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3asaHmaxcumu ¢haiin 8 cmeopeHuli pecypc muny.

Home > solovel storagedemo

jig soloveistoragedemo | Storage browser %
Storage account
Delete [ Copy [f) Paste =B Rename [@F Edit columns

A Search | ¢ ¢ B8 soloveistoragedemo < T Upload - Adddirectory () Refresh ] Delete [y Cop [ T
= Overvi -
vervew I Favorites M File shares > 4 fileshare
Activity | i
@ Activitylog > HF Recently viewed Authentication method: Access key (Switch to Microsoft Entra user account)
¢ Tags T Blob containers | O Search files by prefix
#. Diagnose and solve problems ~ 4l File shares Showing all 4 items
A0, Access Control (IAM) M fileshare I:I Name Type Size
&’ Data migration View all I:I [ index.html File 438
Cmeopumu Snapshots (3HimKu) 0nsa SMB File Shares
I fileshare | Snapshots
SME File share
L Search | X« T Add snapshot ':_:' Refresh f Delete Q'j Give feedback
& Overview .
D Name Date created Initiator Comment
2 Diagnose and solve problems
D 2024-09-09T17:39:50.0000000Z 9/9/2024, 8:39:30 FM Manual demosnapshots

9,Q Access Control (IAM)
B Erowse
~ Operations

<& snapshots



O0pumaemo KnroY 075 ecmaHo8seHHA 3883Ky: Storage/Data Share/FileShare/Connect

Home » soloveistoragedemo | File sharas >

fileshare =

SME File share

| 2 Search |

& Overview
2 Diagnose and solve problems
'og Access Control (IAM)
Bl EBrowse
~ Operations
24 Snapshats

& Backup

,r_g Connect $ Upload O Refresh  —1— Add directory ]ﬁ[ Delete share & Change tier f Edit quota F.j Give feedback

@ Enable Backup for file share "fileshare” to protect your data. Leam more

~~ Essentials

Storage account : soloveistoragedemo Share URL

Resource group (move) : SterageDemo Redundancy

Location © West Europe Configuration modified
Subscription (move) » Azure subscription 1

Subscription ID © 601284f6-579¢-4ba6-acd4-00c597ag5kbd9

Properties Capabilities (2) Tutorials

= Size ™ Feature status
Maximum capacity 100 TiB Soft delete (0
Used capacity 7.84 KiB
pach Large file shares
Tier Cool

b Identity-based access
(%) Performance

Directory service (1)

Maximum 10/s () 20000

Domain
Throughput rate (7 Varies by region. Learn more of

b SMB protocol settings
Backu ) -
& P Security profile (@

Snapshots 1 snapshot .

SMB protocol versions
Last madified 9/9/2024, 8:39:50 PM

SMB channel encryption

Connect

fileshare

To connect to this Azure file share from Windows, choose from the following
authentication methods and run the PowerShell commands from a normal (not
elevated) PowerShell terminal:

Drive letter

E v

Authentication method
O Active Directory or Microsoft Entra

(®) storage account key

ﬂ Connecting to a share using the storage account key is only appropriate for admin
access. Mounting the Azure file share with the Active Directory or Microsoft Entra
identity of the user is preferred. Learn more

Hide Script

$connectTestResult = Test-MetConnection -ComputerName
soloveistoragaedemo.file.corewindows.net -Port 445
if ($connectTestResult TcpTestSucceeded) {

# Save the password so the drive will persist on reboot

cmd.exe /C "cmdkey /add:"scloveistoragedemo file.core.windows.net™
fuser™localhost\soloveistoragedemo™
fpass:"tKonMNZVj4)155GSk+ZbansTsIKvS/ImAQfIEgKBmphxvociiLsM + NApRGF
ZEQOPILaBpQSKmWWixv+AStOROIIA==""

# Mount the drive

MNew-PSDrive -Name Z -PSProvider FileSystem -Root
“Wsoloveistoragedemo.file.core.windows.net\fileshare” -Persist
telse |

Write-Error -Message "Unable to reach the Azure storage account via port
445, Check to make sure your organization or ISP is not blocking port 445, or
use Azure P25 VPN, Azure S2S VPN, or Express Route to tunnel SMB traffic
over a different port.”
}




Kntou — ue Koa Ha PowerShell npusHayennnm ana nigkntovyeHHs Ao Azure File Share yepe3 SMB-npoTokon, a
TAKOXK ANA 36eperkeHHA 061iKoBUX AaHMX i NiAKNOYeHHA A0 ¢annoBoro wapy, wob BiH 6yB AOCTYMHMUI HaABITb
nicna nepes3aBaHTa)KeHHA KoMmnN'toTepa.

Test-NetConnection
*Test-NetConnection — ue KomaHaa PowerShell, Aka nepeBipsae HaaABHICTb 3'€AHAHHA 3 NEBHMM KOMMN'IOTEPOM
abo cepBicom yepes 3a3Ha4YEeHMIN NOPT.
-ComputerName BKa3ye Ha agpecy, A0 AKOI NOTPIOHO nigKkntoumTuca. Y ubomy BMNAAKY Ue agpeca BalIOro
Azure Storage Account.
*-Port 445 BKa3sye nopT, Ha AKOoMmy byae 3aicHeHa nepesipKka. MNopT 445 — ue craHaapTHUM nopT ana SMB
(Server Message Block), aknin BukopuctoByeTbca ana aoctyny Ao pannis Ha cepsepi.
3miHHa SconnectTestResult 36epeske pesynbTart L€l nepeBipKM: UM BAANOCA NiAKAIOUYNTUCA 40 CePBicYy Ha MOPTY
445,

SconnectTestResult = Test-NetConnection -ComputerName soloveistorageaccount.file.core.windows.net -Port 445

MNMepeBipKa pe3ynbraty NiAKNIOYEHHA
YmoBa nepesipsie, Yn BaanocA BctaHoBUTU TCP-3'egHaHHA yepe3 nopt 445. Akwo Test-NetConnection
NOBEPHYB pe3ynbTaT, Wo 3'€AHaHHA yChillHe, Ko BcepeanHi ymoBu byae BUKOHAHO.

if (SconnectTestResult.TcpTestSucceeded) {




36epexceHHA 0baikosux 0aHux 3a donomozoro cmdkey

cmdkey — ue iHCTpYMEHT, Wo A03BosA€E 3bepirati 061iKoBI AaHi ANA AOCTYNy A0 MepeXKeBUX pecypcis.

/add — popae HoBi 06NiKOBI AaHi.

/user — BKasye im's KopucTyBaya 41 NigkayeHHa. TyT ue KopuctyBay 3 popmatom
localhost\soloveistorageaccount, wo o3Hayae, Wo AN A0CTYNY BUKOPUCTOBYETHLCA IOKaNbHUI 061iKOBUIA 3anmc, WO
BianoBigae obnikoBomy 3anucy Azure File Share.

/pass — Naponb, WO BUKOPUCTOBYETLCA A1A AOCTYNY.

cmd.exe /C "cmdkey /add: "soloveistorageaccount.file.core.windows.net™

/user:"localhost\soloveistorageaccount™
/pass: "RA/tc40pi)BraPgTwxf1ZVsfVm59p2ZrPrWwolOyFEZOqV5+g+DShHcVTBYybVOWYJU9IM6E6XzzTnJW+AStDgUwW5

Nn




Niacymok - kntou PowerShell 3giicHIOE KinbKa BarknmBux KpokiB ans nigkntoyeHHA ao Azure File Share yepe3 SMB:
1.MepesBipsae 3'egHaHHA 3 Azure Storage Account yepes nopt 445.

2.AKwo 3'eaHaHHA ycniwHe, 36epirae 0b6nikoBi aaHi ana nigknoyeHHa Ao SMB dannosoro wapy.

3.MoHTye pannoBuM Wap AK HOBUN AUCK Z.

4.AKWO NigKNIOYEHHA He BAAN0CA, BUBOAUTb MOMMUIKY.

5.3MiHt0€E poboUy AMPEKTOPItO HAa NEBHY NanKy Ha 3MOHTOBAHOMY AMUCKY.

7 Quick access
I Desktop
¥ Downloads
=| Documents

& Pictures

W This PC
3D Objects
I Desktop
=| Documents
¥ Downloads
J\ Music
& Pictures
@ Videos
£ Windows (C)
~ lemporary Storage (D:)

= fileshare1 (\\storagesolovei1.file.core.windows.net) (Z:)

¥ Network



Snapshots (3aimkn) as SMB File Shares B Azure BUKOPUCTOBYIOTHCS ISl CTBOPEHHS KOITii CTaHy (ailJIoOBOTO CXOBHINA HA TICBHUH
MOMEHT 4Yacy. L{e KoprCHO 3 KUJTBKOX MPUYHH:
OcnoBHi npuunHn Bukopuctanus Snapshots y SMB File Shares:
1.3axucT Bix BTPATH JAHUX:
1. 3HIMKHU JO3BOJISIOTH BiJHOBIIOBATH (Daitiam abo 11111 KaTajory 10 monepeaHboi Bepcii. Akimio ¢aiin OyB BUaakoBO BUAAICHUN a00
3MIHEHHM, BU MOXKETE MOBEPHYTH HMOTO JI0 CTaHy, B IKOMY BiH OyB HAa MOMEHT CTBOPEHHSI 3HIMKA.
2.BinHoBeHHs micJisA 300iB:
1. Sxmro BimOyBcs 301 a00 MOITKOMKEHHS JaHUX (HAMpUKiIad, Yepe3 MOMIIIKY KOpHCTyBada abo MporpamMHuid 301if), 3HIMKA
J03BOJISIIOTH HIBUJIKO TOBEPHYTHCS IO pOOOYOTO CTaHY.
3.Ictopuune 30epiranns:
1. 3HiIMKHU 03BOJISIOTH 30epiratu icTOpudHi Bepcii nanux. e kopucHo asis BIACTEXKEHHS 3MiH y (aiiiax 1 Moxe OyTH YaCTHHOIO
MIPOIIECY PE3EPBHOTO KOIMIOBAHHS Ta apXiByBaHHSI.
4 Minimi3anisi BIUIMBY HA IPOAYKTUBHICTb:
1. Snapshots cTBOPIOIOTHECS MUTTERO 1 30epiraroThesl ePEeKTHBHO, 3alMarOUM Majlo MICIIS, OCKIJIBKH 3aITUCYIOTHCS JIUIIE 3MIHH 3 4acy
OCTaHHBOI'O 3HIMKA.
5.JIerke BiZHOBJIeHHs 0€3 MOTPeOM B aJMiHicCTPpATOpPAX:
1. KopucrtyBaui MOXYTh CAMOCTIMHO MEPETIAIaTH 1 BIAHOBIIOBATH MONIEPEIHI BepcCii CBOiX (DailyliB 3a TOMOMOTOI0 CTaHIapTHOTO
daitmoBoro MmeHemkepa (Hanpukiam, yepe3 Windows Explorer). Snapshots inTerpyrothes y GaityioBy cCUCTEMY, IO JTO3BOJISIE
JOCTYII IO HUX SIK 0 OKPEMUX Bepciit (ailiis.
6.be3nepepBHicTHL Oi3Hecy:
1. V pasi iHIIUICHTY, HaMPHKJIaJ, KioepaTaku a00 BUIIAIKOBOTO BHAJICHHS, MOKJIMBICTh IITBUJIKOTO BITHOBJICHHS 3HIMKIB TapaHTY€
0e3nepepBHICTh POOOTH, MIHIMI3YIOUH BTPATH.
SAx npamoTs SNapshots:
*Kosu cTBOprO€THCS 3HIMOK (hailJIoOBOrO pecypcey, BiH (PIKCY€e cTaH ycix (haililiB Ta marokK Ha JaHUW MOMEHT.
e[Iicyis 1bOro HOBI JaH1 200 3MIHU HE MEePEe3anuCyOTh ICHYIOU1 IaH1 Y 3HIMKY, a 30€pIratoThCsl OKpEMO.
*BigHoBIIeHHS B1J10YBA€THCA MIISIXOM MEPErIsay ado KomitoBaHHS (haililiB 13 3HIMKA Ha3aJ 10 OCHOBHOIO (hailJIoOBOTO pecypcy.



BMKOHYEMO KAtod Ha BM — B pe3ynbTaTi, oTpuMaemo dannun i3 cxosuila Azure A0CTYMNHI HA BipTya/ibHIN

MaLUHI

&5 VM1 - 51.144.17.133:3380 - Remote Desktop Connection

: EN Administrator: Windows PowerShell

storagedemo.file.core.windows.net

Currentlocation

toragedemo.file.core.w...

ion Z:\@GMT-2824.09.83-17.39.50

fileshare (\\soloveistoragedemo.file.core.windows.net) (Z:)

- | 4 v | Manage
Home Share View Drive Tools

3 v N == 5 ThisPC > fileshare (\\soloveistoragedemo.file.core.windows.net) (Z:)
Name Date modified Type Size

v 3% Quick access

| site-to-site_confi 9/9/2024 5:35 PM Text Document 7 KB
B Desktop = 7 'g . _

= VNET_VM_config 9/9/2024 5:35 PM lext Document | KB

< Downloads



Cmeopumo ¢haiin Ha BM i 3aeaHmaxcumo lio2o 8 npuedHaHy nanky 3 ¢atinamu. lNepelidemo 00 cxosuwia
Azure — ¢paiin 6yde docmynHuli (fileshare/Browse)

[ 3 ) ree | 3 ) rovider 00T

. Fi a. 182466 . i = \ velsto demo.file.core

testchare

= [ [+] = | fileshare Msoloveistoragedemo.file.corewindows.net) (£:)
I Home Share View
« “ 4 == 5 ThisPC » fileshare (\\soloveistoragedemo file.core.windows.net) (£:)
Mame Date modified Type Size
7 Quick access
site-to-site_confi 9/9/2024 5:35 PM Text Document TKB
[ Desktop = - J
=] VNET_VM_config Text Docurment 1KB
¥ Downloads =] testshare 024 7:04 PM Text Docurnent 0O KB
=l Documents
Home » soloveistoragedemo | File shares > fileshare
=g fileshare | Browse
SME File share
|/'-'5 Searc | = “ & Connect T Upload ~ Add directory 'f_:' Refresh f Delete share ::: Change tier / Edit quota Q'_"' Give feedback
& Overview Authentication method: Access key (Switch to Microsoft Entra user account)
Diagnose and solve problems - -
ég - P | % Search files by prefix
'Qp\ Access Control (JAM) .
Name Type Size
Bl Browse : )
= = index.html Filz 43 B
“ Dperations . ) ) ) i
= site-to-site_config.txt Filz 6.92 KiB
Shapshaots : .
“ P [ testshare.txt Filz 0B
&* Backup

= VNET_VM_config.txt File 895 B



Azure Storage File Share client library for Python - version 12.22.0 (pip install azure-storage-file-share)

imnopT Knacy ShareServiceClient i3 nakerty
azure.storage.fileshare

CtBOpeHHA KnieHTa cnyxbu:URL go ¢pannosoi
cNy*Kbu Baworo Storage Account.Obnikosi gaHi
(kntoy goctyny, TokeH, abo 06’eKT
DefaultAzureCredential) ana aBTeHTUdiKauil.
O6’eKkT ShareServiceClient, AKui1 Hapae
MOX/INBICTb:

nepernagatv HaasHi File Shares;

cTBoptoBaTth abo Bnganatu File Shares;
OTPMMYBATK AOCTYN A0 AUPEKTOPIN | pannis;
BMKOHYBATM iHLWI Aii Ha piBHI $pannoBoro cepsicy.

from azure.storage.fileshare import
ShareServiceClient

service =
ShareServiceClient(account_url="https://<my-
storage-account-name>.file.core.windows.net/"
credential=credential)




Cmeopumu SAS-mokKeH (Shared Access Signature)

ctBopuTK SAS-ToKeH (Shared Access Signature) ans
poctyny ao Azure File Share Ta nigknto4mnTnUCa A0 HLOTO 3
obmexKeHMMM npaBamu 40CTyny.

[NlapameTp 3HavyeHHA / MpusHayeHHA
account_name- Ha3sa Baworo Storage Account
account_key- OauH i3 KntodiB goctyny ao Storage
Account

resource_types - BKa3sye, 40 AKUX TUNIB pecypcis
HAOQETbCA [OCTYN:

Hanpuknag, service=True o3Ha4ya€e AOCTyN 40 CEPBICHOro
piBHA (TO6TO camoro File Share)

permission- [103Bonn, AKi Haga€e SAS-TOKeH:

read=True — TiNIbKM YNTAHHA

expiry  Yac 3akiH4YeHHA Ail TOKeHa: Yepes3 1 rogunHy Big,
notoyHoro UTC vacy

sas_token = generate_account_sas(
account_name="<storage-account-name>",
account_key="<account-access-key>",
resource_types=ResourceTypes(service=True),
permission=AccountSasPermissions(read=True),
expiry=datetime.utcnow() + timedelta(hours=1)




4 pi3Hi knienmu (knacu) e Python SDK azure.storage.fileshare, aki Hadaromo docmyn 00 pi3HUX piBHie
iepapxii Azure File Share.

OTpumyBaTh cnumcok ycix File Share'is y cxoBuL,. ShareServiceClient

CtBoptoBaT abo Buaanatu File Share. get_share_client("myshare")
HanawTtoByBaTU BAACTUBOCTI CepBicy.

CTBOPUTH, BUAANUTU, HANALITYBATN abBO CTBOPUTU ShareClient

snapshot gna File Share. get_directory_client("mydir")
Mepernagatv abo cTBOpOBATU ANPEKTOPIT get_file_client("mydir/myfile.txt")

BcepeauHi File Share.
OTpMMyBaTH KNIEHTIB AnA anpekTopi abo pannis:

CtBoptoBaTH, BUOANATU ONPEKTOPII. ShareDirectoryClient

Mepernagatv BMIicT agnpekTopii (pannm Ta get_file_client("file.txt")
nigkaTanoru). get_subdirectory client("nested_dir")
CtBoptoBatu danam abo BKAAAEHI NiAKaTanoru.

3aBaHTa)kyBaTtu (upload), ctBoptoBaTH, BUAANATU ShareFileClient

dann. upload_file(open("localfile.txt", "rb"))
KonitoBatn ¢pann mixk aupektopiamm abo File download_file()

Share'amu.

MpautoBat Hanpamy 3 BMiCTOM panny




Knac

ShareServiceClient

ShareClient

ShareDirectoryClient

ShareFileClient

Aoctyn po...

Yci File Share'u s
aKayHTi
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File Share

NeBHa gupeKrTopia e
Share

OAuH KOHKpeTHUM
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ShareServiceClient

A

ShareClient
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File Shares

™

ShareDirectoryClient

Create/Delete Share
Create Snapshots
Access Dirs/Files

ShareFileClient

Create/Delete Dirs
List Files/Dirs

4

Upload/Download
Copy/Delete File




Azure Storage Sync — ue cepsic Microsoft Azure, AKMM J03BONSIE CUHXPOHI3yBaTW JIOKaNnbHi pannosi cepsepun 3 Azure
File Shares, ctBoptotoun ribpuaHe panmnose cxosuule. Lle pileHHA niaxoamTb ANA NiIANPUEMCTB, WO HarXKatoTb
BUKOPUCTOBYBATU XMAPHI pecypcu, asne npu ubomy 36epiratn damam noKanbHo.

Storage Sync Services - Sync Group 3aBaaHHA - CUHXPOHI3aLifa AeKiNbKOX cepBepiB:
‘ MoKHa CUHXPOHI3yBaTK AeKiNbKa pannoBuUX cepBepiB 3 O4HUM
cninbHUm Azure File Share. Lle no3Bonse matn eanHuin Habip

¢danniB Ha BCix cepBepax i 3abe3nevyBaTn AOCTYN A0 HUX 3
Pi3HUX NOKaLin.
Client A -y W . . . .
o ie= — Azure Storage Sync 403BO/A€E NiANPUEMCTBAM iHTErpyBaTH IXHi
JIOKaNbHi pannosi cepBepu 3 xmapoto, 6e3 HeobXxigHOCTI

File Server Storage Account

Drives/Folders

dzuretles NMOBHOrO NepeHeceHHA AaHuX y xmapy. Lle 3pyyHo ann
S I1t - opraHisauii, Wwo 6a*katoTb 36epertTn NoKaNbHUIN KOHTPONb Hafg,
Sync NaHWUMK, ane KOPUCTYBaTUCA NepeBaramm Xmapu ans
bt 2, Share Name pe3epByBaHHA ab0 3MEHLUeHHA HaBaHTaXXEeHHA Ha JIOKa/IbHi

pecypcu.

Azure File Sync Agent — Le KOMNOHEHT, AKMN BCTAHOB/IKOETbCA Ha JIOKaNbHi pannosi cepsepu (Ha BM) ana inTerpauii
3 cepsicom Azure File Sync. BiH 403BONAE CMHXPOHI3yBaTU AaHi MiXK NOKanbHUMKU GanoBMMUM cepBepamm Ta Azure
File Shares, ctBoptotoum ribpmaHe cepenoBulle ana ynpasnaiHHa ¢parnamm. OcHoBHa meTa areHTa — 3abe3neynTu
MNOCTIMHY CUHXPOHI3aL,it0 MiXK NTOKa/IbHUM CXOBULLEM | XMaPOIO, LLLO AAE MOXKJ/IMBICTb KOPUCTYBATUCA NepeBaramm
XMapHUX pecypcis, 36epiratoum noKanbHUN AocTyn Ao dannis.



OcHoBHi goyHKUiT Azure File Sync Agent :

v' CUHXPOHi3aLis danniB Mi>k NnokanbHUM CEPBEPOM i XMapOIo:

Storage Sync Agent pfgosBonse JfokanbHUM annam  Ha JaunoBoMy cepBepi  aBTOMaTUYHO
CUHXPOHI3yBaTUCA 3 XMapHUMK hannoBumn pecypcamu B Azure File Share. Lle 3abeanevye nocTinHUm
3B'A30K MIX JTOKanNbHOK IHPPACTPYKTYPOLO | XMapoHo.

v KewysaHHs i Cloud Tiering:

AreHT nigTpumye yHkuito cloud tiering, aka [003BOMSE KewyBaTW 4acTO BUKOPUCTOBYBaHI (pannn Ha
NnoKasribHOMY cepBepi, @ MeHL BaXXnNuBi oansnn 3anuuarTbCa B XMapi. Takum YMHOM, Le A€ MOXIMUBICTb
ONTUMI3yBaTV BUKOPUCTAHHSA NMOKaNbHOIO CXOBULLA.

*JlokanbHi pannu: Lle pannu, aki 4acto BUKOPMUCTOBYOTbCA ab0 3MiHIOIOTbCA. BOHW 36€epiratoTbca Ha IOKasIbHOMY
cepsepi.

*XmapHi painaum: Le dannu, aki piako BUKoOpUcToBYyOTbCcs abo He Byaum BiaKpUTI B NneBHMIM nepiog, 4acy. BoHu
nepemilyoTbCs B XMapy, i 4OCTYN A0 HUX 34iMCHIOETbCA HA 3anuT (TOBTO, BOHM MOXKYTb OYTM 3aBaHTaXKeHi 3 Azure
npu noTpebi).

v' MynbTucanToBe BUKOPUCTAHHS:

[ekinbka cepBepiB, Ae BCTAHOBIIEHUN areHT, MOXYTb CUHXPOHI3yBaTu AaHi 3 Tum camum Azure File Share,
3abesneyyoumn egmHum Habip dpannie Onga pisHMX NOKaLin, WO akTyanbHO A1 opraHi3adin i3 Kinbkoma
ocpicamum.



v MigTpumka Windows Server 2019:

StorageSyncAgent. WS2019 pospobneHnn ana pobotn Ha Windows Server 2019, BUKOPUCTOBYHOUM
nepesaru uiei Bepcil Windows ans nokpawleHol NpoayKTUBHOCTI Ta ©6e3neku nig 4ac CUHXPOoHi3auil
OaHUX.

v' 3axucT i BioHOBNEHHA AaHUX:

AreHT gonomarae CTBOpHOBaTU pe3epBHi Konil 4aHMX B Azure Ta BIgHOBMNOBATYU IX Y pasi BTpaTH UK
NOLLKOMKEeHHS panniB Ha fiokarnbHOMY cepBepi. [laHi aBTOMAaTUYHO CUHXPOHI3YHOTbLCA 3 XMapolto,
3abesnedyoun nocTinHe 30epiraHHs Ta 3axuCT.

v Poborta 3 KoHdonikTamu dannis:

Akwo aBa abo OinbLe cepBepiB CUHXPOHI3YIOTb OAMH | TOM caMuii ddann 3 PiSHUMK BEPCISIMU, areHT
BUPILLYE Ui KOHMIIKTWU, BUKOPUCTOBYHOYM HanaluToBaHi Npasuna abo 3a 3amMoBYyBaHHSM, 36epiratoyu
OCTaHHIO BepcCito dpanny.

v’ pocTe KepyBaHHS:

[licna BCTaHOBMNEHHS areHT iHTerpyeTbes 3 Azure Storage Sync, Wo 403BONSA€E LEHTPanisoBaHo
KepyBaTu BciMa dpannamm yepes Azure noprars, 3abesnedytoun MOHITOPUHT | KepyBaHHS rnpoLecamm
CUHXPOHI3alLlil.



Azure File Sync — uge cepBic, AKMN A03BONIAE CUHXPOHI3yBaTK painn MixK NOKanbHUM dannoBum cepsepom (abo BipTyanbHOLO
MmawwnHoto) i Azure File Share. LLlo6 3anyctuTm npouec CUHXPOHi3auii, HeobxigHO cTBopuTU Server Endpoint — TOuKy

NiAKNOYEHHA, AKa BKA3Y€E Ha KOHKPETHY /I0OKA/IbHY MNaAriky.

Server Endpoint — ue wnax Ao nokanbHOI Nanku (Ha Bawomy cepsepi abo BM), aka byae cuHxpoHisysatuca 3 Azure File Share

yepe3s cepsic Azure File Sync.
YmoBu ctBopeHHsA Server Endpoint:

YmoBa

3apeecTpoBaHuit cepsep

NAS He niaTpnmyeTbCA

Cloud Tiering obmerkeHu

He3aMiHHUW WAnax

OauH endpoint Ha Sync Group

Kinbka endpoint'is — go3BoneHo

[MoAacHeHHA

Endpoint noBuHeH b6yTn cTBOpPEHUI Ha
3apeecTpoBaHomy cepBepi (4epe3 File Sync Agent)

MeperkeBi LWASXM He MOXKHA BUKOPUCTOBYBATU AK
endpoint

He npautoe Ha C:\ (cuctemHomy Tomi)

HemoxHa 3miHtoBaTH WAsax abo ANCK Nicna CTBOPEHHA
OauH cepBep = oamH endpoint B mexax oaHi€ei Sync
Group

Ane nuuwe 3 pisHMMKM Sync Groups i He
NepeKpMBaOUYMMN WAAXaMU



OcHOBHi ymosu cmeopeHHsA Server Endpoint
AreHT BCTAHOB/IIOETLCA HA NOKa/IbHOMY cepBepi abo BipTyaibHiN MalLKHI, iKa byae 6paTh y4acTb Y CUHXPOHI3aUil.
Micna BCTaHOB/AEHHA HEODOXiAHO 3apeECTPyBaTH cepBep Y BiagnoBigHOMY Storage Sync Service.
CtBopeHui pecypc Storage Sync Service y Azure - e OCHOBHUWN CEPBIC Y XMapi, AKUN:
3B’A3y€e NOKanbHi cepBepu 3 Azure File Share, Kepye cnHxpoHi3auieto, 06pobasie KOHDAIKTU Ta METAAAHI.
Sync Group — ue aorivyHa rpyna, Aka ob'eaHye: ogmnH Azure File Share, i oauH abo b6inbwe Server Endpoint'is.
Yci Server Endpoint'v y Sync Group CMHXPOHI3YIOTbCA MiXK COOO0 Ta 3 XMAaPHUM CXOBULLIEM.
Ons obmiHy gaHMMKM 3 Azure BUKOPUCTOBYETbCA NopT 443 (HTTPS).

YmoBa 3Ha4YeHHA

Azure File Sync Agent BcTaHOBNEHUM be3 areHTa CMHXPOHI3aLia HEMOXMBA
3ape€ecTpoBaHnA cepBep MiakntoyeHnn go Azure

CtBopeHo Storage Sync Service Kepye CMHXPOHI3aLUi€lo

CtBopeHo Sync Group O6’epHye File Share i Endpoint

CepBep mae goctyn ao Azure MopT 443 noBUHEH BYTU BIAKPUTUM
JoTpnmaHo obmerkeHb maclwTabyBaHHS He nepeBuLeHO KinbKicTb endpoint'iB i obcsris

Cloud Tiering — ue ¢pyHKuia Azure File Sync, ska 403B0O/ISE aBTOMATUYHO NEPEMILLATU PiAKO BUKOPUCTOBYBAHI
$ainnm 3 nokanbHoro cepsepa B Azure File Share, 36epiratoum npu ubomy nuiie metagadi (im’a, posmip, atpnbytu)
dannis Ha gucKy. Panam 3annwWwaroTbCa OCTYNHUMM NOKANbHO, ane GakTUYHO 36epiraloTbCa B Xmapi.
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Virtual machine
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groups
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Jdodamu dick 0o BM Ha nnamdgopmi Azure

« O Refresh 529:3 Additional settings ,C? Feedback ﬂ Troubleshoot
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OS disk
<:> Swap OS disk
Disk name Storage type Size (GiB) Max IOPS Max throughput (... Encryption @
VM1_OsDisk_1_8f3a335065ce420d8dec  Premium SSD LRS 127 500 100 SSE with PMK
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Data disks
| A Filter by name
Showing 1 of 1 attached data disks
- Create and attach a new disk ,& Attach existing disks
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3aliiTh HA BIPTyaJbHY MAIIMHY - JoAaHul nuck mae ctaryc «Unallocated». Bukonaiite «New simple Volume» — BuzHaute
mirepy, 1 Bigdpopmaryiite quck (puc. 1). Ilepesipre, 1o HOBUil AUCK A0aaHO 10 BM.

& Disk Management
File Action View Help
e @ HEE O

=" Disk Management
File Action View Help
e mEm*0 D

Volume | Layout Type File System Status Capacity Free Sp.. | % Free
L System Reserved Simple Basic NTFS Healthy (S... 500 MB 465 MB 93 %
== Temporary Storag.. Simple Basic NTFS Healthy (P.. 8.00 GB 6.96 GB 87 %
= \Windows (C:) Simple Basic NTFS Healthy (B.. 126.51 GB 11572GB 91 %

= Disk 1 I ———

Basic Temporary Storage (D:)

8.00 GB 8.00 GB NTFS

Online Healthy (Page File, Primary Partition)

= Disk 2 1
Basic

4.00 GB 4.00 GB

Online Unallocated

= CD-ROM 0

DVD (£

B Unallocated B Primary partition

Volume | Layout I Type File System | Status | Capacity Free Sp... | % Free
== New Volume (F:) Simple Basic NTFS Healthy (P.. 4.00 GB 397 GB 99 %
== System Reserved Simple Basic NTFS Healthy (S.. 500 MB 465 MB 93 %
== Temporary Storag... Simple Basic NTFS Healthy (P.. 8.00 GB 6.96 GB 87 %
== Windows (C:) Simple Basic NTFS Healthy (B.. 126.51 GB 115.72GB 91 %

= Disk 1
Basic

8.00 GB
Online

= Disk 2
Basic

4.00 GB
Online

== CD-ROM 0
DVD (E)

Temporary Storage (D:)
8.00 GB NTFS
Healthy (Page File, Primary Partition)

New Volume
4.00 GB NTFS
Healthy (Primary Partition)

M Unallocated Ml Primary partition



File and Storage Services->Volumes-> Disks

File Action View Help

Lol ARl 7 R =

Volume | Layout ‘ Type | File System ‘ Status | Capacity ‘ Free Spa... | % Free

= | New Simple Yolume Wizard x | 99MB 100 %

- .09 GB 7%
115.75GB 92 %

- Format Partition
To store data on this partition, you must format it first.

Choose whether you want to format this volume, and if so, what settings you want to use

(O Do not farmat this volume

(®) Format this volume with the following settings:

Fie system NTFS v

Allocation unit size: Defaut ~

Volume label New Volume

I

W Unallocated W Primary partition

Ba i 3
12 Perform a quick format ﬁ:’g;g; r\(l(':FJFS

On [] Enable file and folder compression tion) Healthy (Boot, Crash Dump, Primary Partition)
Ba < Back MNext > Cancel

7.

Online Healthy (Page File, Primary Partition)

= Disk 2 1 ——
Basic

3.98 GB 3,98 GB

Online Unallocated

= CD-ROM 0



Ha BM — BigkntounTtb IE Enhanced Security Configuration, BukopuctoBymnte Server Manager/Local Server (puc. 2).

I, Server Manager - O X

@ v Server Manager * Local Server @V mamage Tools  view Hep

B PROPERTIES =
I22 Dashboard . For VM1 TASKS *
i Local Server
- Computer name VM1 Last installed updates Today at 1:19 PM
B All Servers Workgroup WORKGROUP Windows Update Install updates automatically using Windov
WE File and Storage Services P Last checked for updates Today at 1:12 PM

Windows Defender Firewall Public: On Windows Defender Antivirus Real-Time Protection: On

Remote management Enabled Feedback & Diagnostics Settings

Remote Desktop Enabled IE Enhanced Security Configuration Off

NIC Teaming Disabled Time zone (UTC) Coordinated Universal Time

Ethernet IPv4 address assigned by DHCP, IPv6 enabled  Product ID 00430-00000-00000-AA471 (activated)

Operating system version Microsoft Windows Server 2019 Datacenter Processors Intel(R) Xeon(R) Platinum 8171M CPU @ 2.

Hardware information Microsoft Corporation Virtual Machine Installed memory (RAM) 4GB

Total disk space 138.51 GB
< >
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NMumaHHA

LLlo Take snapshot y SMB File Share i aKi Tunosi cueHapii MOro BUKOPUCTaHHA?

AKi mexaHi3MKn BUKOPUCTOBYIOTbCA AnA cTBopeHHA snapshot’iB y Windows Server ta Azure Files?
Yum Biapi3HAOTbCA snapshots Big, NOBHOLIHHMX pe3epBHUX KOMin?

AK npautoe aoctyn Ao nonepeaHix sepcin pannis (Previous Versions) y SMB-wepinry?

Aki nepesaru niaxoay “Lift and Shift” nip yac mirpauii pannosux cepsepis y xmapy?

Y akmx Bunaakax Lift and Shift-mirpauia He pekomeHAYETLCA | HOMY?

AKi obmerkeHHA icHytoTb Yy Azure File Share ans SMB-npoTtokony?

Ak Python SDK go3Bonsie npautoBaTth 3 Azure File Share: ctBopeHHA ¢alnis, nanok i snapshot’is?

AKi BigmiHHOCTI mixk File Share Ta Blob Storage 8 Azure ana cueHapiis 3 SMB?

. AIK BinbyBa€eTbCcA CMHXPOHI3aLia cepBepiB 3a gonomoroto Azure File Sync Agent?

. o Ttake Cloud Tiering y Azure File Sync i AK BOHO npautoe?

. AAK 3a6e3neyyeTbca KOHCUCTEHTHICTb AaHUX MiXK IOKanbHUM cepBepom i Azure File Share?

. AKi MeTpnKKM BaxknmBo MoHiTopuTKn y File Sync-iHppacTtpykTypi (latency, sync status, journal size Towio0)?

. AK macwTabysaTtn ¢pamnnose cxosuule y Azure File Share npu 3poctaHHi 06cAry AaHnx abo HaBaHTaXKeHHA?

. AKi TMNOBI NPob1IEMM MOXKYTb BUHMKHYTU MNif vYac CUHXPOHIi3auii yepe3 Azure File Sync Ta saK ix giarHoctyBaTtun?



