Jleknia 2. Konnenmisa 3a0e3nedyeHHs BUCOKOI HAXIMHOCTI
3acTOCYHKIB Microsoft Azure.

Tema 1. Perionu ta 30uu noctyimy. [lapu perioHis.

Tema 2. BipTyasibHi MallliHK - OCHOBH1 HaJIAIITyBaHHS.

Tema 3. Azure Cloud Shell — incTpykmii 11 CTBOpEHHS BipTyaJIbHOT MAIIIMHH.
Tema 4. BipTyalibH1 MalllMHU - «AOMEHM 30010» 1 «JIOMEHU OHOBJICHHS.

Tema 5. Cucrema nomenHux imeH - Azure DNS.



Azure Perionu - 58 perioniB B 140 kpainax
Azure global infrastructure experience (microsoft.com)

[TocTayalbHUK XMapHUX CIYKO Ta CEPBICIB MalOTh MOTY>KHOCTI B PI3HUX perioHax s 3a0€3MeYeHHs] BUMOT OO0 MICIS
poO3TallyBaHHs AaHUX KOPUCTyBadiB. UuM OJMbKue po3TallOBaHI JI0 KOPUCTYBadiB XMapHI CEPBICH/JaHI TUM Kpalie.
Hampuknazn, kopucTyBadi «XMapHUX cepBiciBy» 3 KaHaga, MaroTh BUMOTH 1100 iX JaH1 3HaxoAuiInuch B Kanasi.

Azure Bxiirodae 58 perioniB B 140 kpaiHax.

Perion — 1ie rpymna «aoctymmHux 30H» (Availability Zone AZ) B sskux 3HaXOIATHCS IICHTPH OOPOOKH JTaHUX.

Azure Availability Zone BimHOCHUTBCS D0 IOHSTTS, SIKC BHKOPHCTOBYETHCS B XMapHHX cepBicax Microsoft Azure mus
O3HAUCHHS 130JIbOBAHUX JIOKAIlIM BcepeauHi periony Azure. KokHa 30Ha CKIIaAa€ThCs 3 OAHOTO a00 KIJIBKOX JaTa-IICHTPIB,
K1 OCHAIICHI HE3aJIeKHOK EJICKTPUKOI0, OXOJOKEHHSAM Ta MEpPEKEBOK 1H(pacTpykTyporo. Lle 103BojIsi€ BUKIIOUUTH
CIUJIbHI TOYKM BIJIMOBU Ta 3a0e3ledyye BHUCOKUM PIBEHBb JOCTYMHOCTI Ta HAAIWHOCTI CEPBICIB, PO3MIIICHUX B XMapi.
Availability Zone 3acrocoByroThcs sl peaiizallii cTpaTerii BiJHOBJICHHS Iicis 300iB Ta 3a0E3ICUCHHS BHCOKOI
JOCTYITHOCTI KPUTUYHUX JIOAATKIB.

Kareropii perionin

1. PexoMeHI0BaHI perioHN —perioHH, B SKHX JOCTYIHI Maibke BCi cepBicu Azure (miarpuMyroTh 3 JOCTYITHI 30HH)

2. AnbpTepHATUBHI — perioHu 3 QYHKIISIMU «aBapiiHOTO BIAHOBJIEHHS» (HE MATPUMYIOTh Pi3HI IOCTYIIHI 30HN).


https://datacenters.microsoft.com/globe/explore/

KoskeH perion «ayOIroeThes» (I3epKaibHa KOIIis) 1HIIIMM PEriOHOM, SIKMH 3HaXOauThes Ha BiacTani 1287.48 xm (800 miles
). TakuM yMHOM, y BUTIAAKy HEOOXiTHOCTI aBapifHOTO BiTHOBJICHHI — BUKOPUCTOBYIOTHCS PETiOH — «IyOIepy.

Region Pairs | Region |

North Central US South Central US
East US West US
- At least 300 miles of separation WestUS 2 Wt Coanth
between region pairs. UStant2 Contral US
. - y Canady Central Canads East
* Automatic replication for some < y— e p—;
Services. UK West “ UK South
- Prioritized region recovery in the Germany Central Sy o
event of outage. South East Asis East Asia
g East China North China
. Updatgs are rollput sequentially to preeo Jopen West
minimize downtime. Australia Southeast Austral East
inda South India Central
Web Link: https://aka ms/PairedRegions Brazl South (Primary) South Central US

Region Pair

Azure Region Azure Region

Availability Zone #1 | Availability Zone #2 I Availability Zone #1 Availability Zone #2

&




Azure Sovereign Regions (US Government services)

Meets the security and compliance needs of US federal agencies, state and local
governments, and their solution providers.

i

Azure Government:
+ Separate instance of Azure

* Physically isolated from non-US government
deployments

* Accessible only to screened, authorized personnel

Azure Sovereign region - mua US Government services, Takox

Bimomuii sk Azure Government, - me okpemuii perion Microsoft

Azure, cremiaabHO PO3POOJCHUM I 3aJ0BOJCHHS BHMOT

ypsagoBux opranizamii Cnomyuenux IlltatiB. Ileit perion

XMapHUX CEpBICIB Ma€ TIOKpalleHl 3axoau Oe3lekd Ta

BIAMOBIAHICTh (pefiepalbHUM CTaHIapTaM, Cepe/l SKUX:

« @i3nyna Ta JoriyHa 13oiAamig maHux. Azure Government
3a0e31meuye OKpeMi IIEHTPU JaHUX, 110 HE € JOCTYITHUMHM JJIs
3arajbHOIO XMapHOTO cepricy Azure,

 Omnepami y Azure Government BiANOBiAaIOTh TaKUM
crangapram sk FedRAMP High, CIIS, IRS 1075, DoD L4
(Ta wactkoBo L5) ta ixmn. Ile 3abe3medyye BHCOKHI piBEHB
3aXHUCTY JaHUX, IKUW BUMaraloTh yps0B1 OpraHizaiiii.

* Jloctym no Azure Government MoOXyThb MaTH TUIBKH
aMEpPUKAHChKI TPOMasiHM, SIK1 MPOMIIIA MEPEBIPKY 0COOH,
Ta eKCIUTyarallis JaHOTO XMAapHOTO CEpPBICY 3HAXOAUTHCS
noBHicTI0 Ha Teputopii CIIIA.



Azure Sovereign Regions (Azure China) Azure China Region - mie creriiansauii perion Microsoft Azure,

AKUM BignmoBigae crnenupiyHUM BUMoraM KuTalChbKUX 3aKOHIB
npo KibepOe3neKy Ta 3axucT AaHuX. Llell perioH kepyerbcs
MicueBuM oreparopom 21Vianet, skuii € eqMHUM TOBHOI[IHHUM
R R s e wrces nocrayanbHukoM cepBiciB Bix Microsoft Azure B Kurai. Lle

Physically separated instance of Azure cloud services 336€3H€‘Iy€, o ﬂaHi 36€piFaIOTBC}I Ha TCpI/ITOpi'l. Kuraro, mo €
3?%38 R A BHMOTOIO MiCIIEBOTO 3aKOHO/IABCTBA.

Microsoft is China’s first foreign public cloud service provider, in compliance with
government regulations.

10{1 » All data stays within China to ensure compliance
1
1




Cayxou Azure — 0a30Bi, 0OCHOBHI, CTpaTeriyHi

«JloctynHa 30Ha» - MicIIe
po3TaltyBaHHs OyiBII JI€ 3HAXOASATHCS
neHTpu oopooku aanux — 100 cepsepiB
Ta KOMII. B pekomeHOoBaHYy perioHi
AOCTYMHI A0 3-X «30H».

\/
000

bazosi crayocOu: NOCTYNHI y BCiX PEKOMEHJIOBAaHMX Ta aJIbTEPHATUBHUX
perioHax, KOJIM PErioH CTaHe 3arajibHOAOCTYNHUM abo npotsiroM 90 nHIB
miciisg Toro, sik HoBa 0a30Ba ClIyk0a CTaHe 3arajibHOIOCTYINHOW. [Ipukian,
Azure Backup, Azure Cosmos DB, Azure DNS, Azure ExpressRoute, 6a3u
nanux Azure, BM.

OcHo8Hi cnyscOuU. JOCTYNHI y BCIX pPErioHax, IO PEKOMEHIYIOThC,
npotsarom 90 nHIB Mmiciisl 3arajibHOI TOCTYMHOCTI periony. Ha ocHOB1 monuty,
JEAK1 OCHOBI CIIY>KOM MOXKYTb OyTH PO3TOPHYTI B AJILTEPHATUBHUX PEr1OHAX.
[Tpuxnan, Cinyx0a xepyBanHsi Azure API, Ilaketna cioyx0a Azure, baza
nanux Azure niaa MySQL, baza ganux Azure nns PostgreSQL, bpanamayep
Azure, Peectp konteiinepiB Azure, [IpumipHuku KoHTEHEpiB AZUre, T.II.
Cmpameeiuni ciyscou. JJOCTyNHICTh Ha OCHOBI MOMUTY B PI3HUX pPETiOHAX,
npukian baza ganux Azure mis MariaDB, Mammvnne naByanus Azure,

Pimennst Azure VMware, Azure Analysis Services



Bipryanbni Mmammau Azure

.......

Bipryasibra mamumna (1), BipTyanbHi JKOPCTKI JWCKH

(3),

3arajgpHOjoCTyIHA IP-anpeca (5)

BipryaneHa Mepexa rpynu  O€3MeKu Mepexi

¢ Bipryansni mammuau (BM) Azure - me macmrTaboBaHi

(2),
(4),

XMapHl OOUYMCIIIOBAJIBHI pecypcd Ha BUMOry. BoHu
a"ayioriuai BM, posmimenum y Windows Hyper-V. V aux
€ TIPOIIECOp, MMaM'ATh, CXOBUIIIE Ta MEPEkKEB1 pecypcu. BM
- TPU3HAYEH] JUIsI TOJIETIICHHA MpOoLecy Mirpaiii

icayrounx Windows Server pomatkiB B "Xmapy"
ctpykrypy. Ha 6iominy 6i0 nepemecennsa cepegicig i
OKpemux Komnonenmie, BM o0o036011¢ nepenecmu
oooamox uinkom (lift and shift), i Oepe Ha cebe
BIANIOBIAAJbHICTh 3a HaJaHHS CEpPBICIB aBTOMATUYHOTO

yIPaBJIIHHS, OHOBJIEHHS Ta BIAMOBOCTIMKOCTI.



CTBOpEHHA BIPTYaNbHOI MalUMHK Azure

IIpu cTtBOpeHHi BM HeoOXigHO BH3HAYUTH 1i PETiOH; PO3MIp;
apXxiTeKTypy; 0a30By omepariiiny cuctemy (Windows, Linux Ta iHimi);
BUOpATH BaplaHTU CXOBUIIIA.

Bubparu BapiaHT CXOBHIIIA, JIJIs1 30€piraHHs oniepaliiitHol CUCTEMH,
JIOJATKIB Ta JaHUX.

HanamryBaty BipTyallbHYy MEpexXy JUIsl 3a0€3MeUeHHS 130J11111.

HanamyBaty rpynu 0€3M€Ku - OCHOBHUM IHCTPYMEHT, MPU3HAYCHU I
JUIS1 3aCTOCYBaHHS Ta KOHTPOJIIO MPABUII MEPEXKEBOIO TpadiKy Ha PiBHI
Mepexi. [pynu 0e3neku Mepexi — 1€ JOaTKOBUM piBEHb 0€3MEKH,
KWW BUCTYMAE SIK IPOrpaMHuid OpaHamayep, SKUui QUIbTpye BX1THUN
Ta BUXIJIHUHN Tpadik y BIpTyaabHIN MEpexi.




Po3mipu BipTyanbHUX MalLWH 3rpynoBaHi
3a KaTeropiamu, no4mHaroum i3 cepii B
ONA HAUNPOCTILWOro TeCTyBaHHA Ta
3aKiHuytoumn cepieto H anAa cknagHmx
064ncnoBaNbHUX 3aBAAHD.

Po3mip BipTyanbHOI MaLWIWHK Chif,
BMOBMpaTK BigNoBiAHO A0 HeobxigHoro
PO60YOro HaBaHTAXKEHHA.

Po3mip BipTyanbHOI MALUIMHM MOXKHa
3MIHUTK NiCNA CTBOPEHHA, ane ANA Lboro
HeobxiaHO cnoYaTky 3aBepwunTH ii
pob60TYy, TOMY Kpalle Bigpa3sy BubpaTtn
NPaBUbHUIM PO3MIP, AKLLO LLe MOXK/NBO.

Po3smipu BM

3agaui Mo:xiauBuii po3mip

3arajbHe BHKOPHUCTAHHS O004YHCJeHb a00 BeOd-CalTIB:
TEeCTYBAHHS Ta PO3po0Ka, HEBEeJIHKI Ta cepeaHi 0a3u JaHUX

200 Be0-cepBepHu 3 HU3LKHUM Ta cepeaHiM Tpadikom.

CkiaagHi  o0uuCaOBAJBHI  3aBJaHHA. Be0-cepBepu i3

cepenHiM TpagikoM, MepesKHi NMPUCTPOI, MAKETHI NMpouecu

Buxopucranns Beaukoro o0cary mam'ari. Cepsepu
peJsiiiHuX 0a3 JaHUX, Kelli CepPeJHbOI0 Ta BeJIHKOIO

00CsSIry, a TAKO0K aHAJITHKA, [0 BUKOHYETHCS B aM 'SITi.

30epiranns Ta o0podka nanux: 6a3u nanux SQL Ta NoSQL,

SIKMM NOTPi0HA BHCOKAa NMPONMYCKHA CIIPOMOKHICTH AUCKA Ta

PecypcoemHe MaoBaHHsi 300pa:keHb a00 peaaryBaHHs
BiZleo, a TaK0K HAaBYaHHA Mojegeil Ta (OpMyBaHHH

BHCHOBKIB 32 JOIIOMOI'0I0 INIMOOKOIr0 HABYAHHSA

BucoxonpoaykruBai  o6umnciaenns (HPC): sxmo Bam

NOTPiOHI HAWIIBHAIII Ta HAWNOTYXHiWI  BIpPTya/bHI

mammuan LI 3 nogatkoBuMu Mepe:keBUMHU iHTep(eiicamm 3

BHCOKOIO IPONYCKHOIO 31ATHICTIO

B, Dsv3, Dv3, DSv2, Dv2

Fsv2 Fs, F

Esv3, Ev3, M, GS, G, DSv2, Dv2

Ls

NV, NC, NCv2, NCv3 ta ND



BM — OCHOBHI HanawTyBaHHSA

I'pyna, iM's1, Perion

« Availability options — omist i1 yrpaBiiHHS piBHEM A0CTyITHOCTI BM.

1) Awvailability zone — nagaerbcs (i3uyHO BiJOKpeMIICHA 30HA B MEKax
periony. JlocTynHi 3 30HU, KO>)KHA 30Ha MAa€ OKPEME JIKEPEIIO
’KUBJICHHS, MEPEXKY Ta OXOJIOPKEHHSI.

2) VM Scale sets — no3Boisie crBoproBaty rpynu BM 13 30amaHcoBaHUM
HABaHTAXXEHHSIM.

3) Availability sets — no3Boisie rpynyBatu BM i1 3a0e3n¢ueHHS

30aJ1aHCOBAaHOTO HABAHTAXEHHSI.

PexomeHnnoBaHO cTBOprOBaTH 3aBxkau 2 BM

« Security type — tum 06e3nekH, 3a 3aMOBUYCHHS Bu3HaYeHo Trusted Launch
VM — 3a0e3neuyto 3axuct Bijg arak. OcHoBoto TL € Secure Boot — mist
BCiX KOMIOHEHTIB BM 3anurye ceprudikar BuaaBiis, y pas3i He
OTPUMAaHHS — 3yNUHSE IHCTANALII0 BM.,

2) Confidential VM - 3abe3mneuye qogaTkoBUi 3aXUCT Ha PiBHI

oOJaTHaHHS.

e Image — no3Bosisie BUOpaTu onepaliiiny CucTeMy

* Size - oOumcIiroBagbHA MTOTYKHICT, ITAM’SITh 1 EMHICTB 30epiraHHS.

Administrator account — username/user password mist BM.

Public inbound ports — BuzHauae moptu BM, sixi moctynHi 3 [HTepHETY.



BM — OCHOBHI HanalwTyBaHHA

OS disk size - po3mip aucky B I'b

OS disk type - octymHi BapianTi BKITt09aroTh xkopcTKi Aucku (HDD) abo cyuacHi TBepaoTibHI HakonudyBadi (SSD).

3a yMOBUYaHHSM I BipTyanbHOI MaruHu WINAOWS CTBOPIOIOTHCS JBa BIpTyaIbHi )KOPCTKI JUCKH:

Jluck onepariitnoi cuctemu. I{e ocHOBHMIT Auck a60 C, MakcHMajibHa EMHICTD SIKOTO CTaHOBUTH 2048 I'b.

TumuacoBuii nuck. Bin npusznauenuit 115 TumyacoBoro 30epirands OC uu noaarkiB. Bin mae OykBy D: 3a 3amoBuyBaHHsIM, a
HOoro po3mip 3aJIeKUTh BiJl pO3Mipy BipTyaabHOI MAIIMHU, TOMY II€ 1JIealIbHe PO3TallyBaHHs IS dainy migkadku Windows.

Ultra Disk Premium SSD v2 Premium SSD Standard SSD  Standard HDD
Disk type SSD SSD SSD SSD HDD
PekomeHa0BaHO iHTEHCWBHI HABAHTAXKEHHA BBOAY HW3bKOi 3aTPUMKM Ta HaBaHTa)KeHHs 3 BUCOKOKO Beb - cepBepu MiaTpMmKa
ONA YMOB: BMBOAY. BarKKi TpaH3aKLii. BMCOKOI NPOMNYCKHOI NPOAYKTMBHICTIO pe3epBHOro
34aTHOCTI KONitoBaHHA
Max disk size 65,536 GiB 65,536 GiB 32,767 GiB 32,767 GiB 32,767 GiB

Key management — BU3HauuTK Habip KatouiB wWndpyBaHHA AMCKA. 3a 3amoBYeHHAM - Platform-managed keys —
KNtodi WndpyBaHHA KepoBaHi naatdopmoto.
Customer-managed keys - wundppyBaHHA AUCKY HA OCHOBI BJIaCHUX K/HOYIB.



Basics  Disks Metworking

hanagement Meonitoring Acvanced  Tags — Review + create

The configuration of this virtual machine and its attached disk{s) does not allow for the disk(s) to utilize their full throughput
g ang
performance. The current virtual machine size supports 23 MBps. The total for diskis) attached to virtual machine “soloveivid'
iz 100 MBps=. You can change the virtual machine size to support additional disk(s) throwghput Learn more of

Azure WMs have ome operating system disk and a temporarny disk for short-term storage. You can attach additional data disks.
The size of the WM determines the type of storage you can use and the number of data disks allowsd. Learm more &

VM disk encryption

Azure disk storage encryption autormatically encrypts your data stored on Azure managed disks (05 and data disks) at rest by

default when persisting it to the cloud.

Encryption at host (1)

05 disk

05 disk size (0

05 disk type * (0

Delete with Vi (D)
Key management (1)

Enable Ultra Disk compatibiline (0

Data disks for soloveiviv

O

ﬂ Encryption at host i not registered for the selected subsoription.
Learn more about enabling this feature of

| image default (127 Gi) |

| Standard 550 (locally-redundant storage) o |

The selected VM size suppors premium disks. We recornmend Premium 550 for
high [OPS workdoads. Virtual machines with Premiurm 530 disks qualify for the 99.9%
connectivity SLA

=
I Platform-managed key N

[

You can #dd and configure additional data disks for your virtual machine or attach existing disks. This WM also comes with a

temporary disk.
LUN Mame

Size (GIB) Disk type Host caching Dalete with VM (0



Basics Dizks Metworking

BipTyanbHa mepexa (Virtual network)

hManagement Monitoring Advanced  Tags  Review + create

Define network comnectivity for your virtual machine by configuring network imterface card (MIC) settings. You can control ports,
inbound and cutbound connectivity with security group rules, or place behind an existing load balancing solution.

Metwork interface

When creating a viroual machine, a network interface will be created for you.

Wirtual metwork ® (1)

Submet® (D)

Public IF (1)

MNIC metwiork seourity group (1D

Public inbound ports * ()

Select inbound ports *

Delete public IP and NIC when Vi is
deleted (1)

Enable accelerated networking (1)

| (mew) soloveivi-vnet o |

Create new

| {new] default (10.0.0.0/24) hl |

Ty 1) =iy b A-in
| LEW) SoovElY V-ip hd |

Create new

D Mone

P N
@) Basic

O Advanced
O MNone

I:!:' Allow selected ports

RDF (3389) e

Ak This will allow all IP addresses to access your virtual machine. Thiz iz onky
recommended for testing. Use the Advanced controls in the Metworking tab to
craate rules to limit inbownd traffic to known [P addresses

The selected WM size does not support accelerated networking.

BipryansHa mepexxa Azure — e cmyx0a, sSKa J03BOJISIE
OaratboM THIIaM pecypciB Azure (B TOMy YHCIi BipTyaJlbHIN
MallnHi) Oe3MeYyHO B3a€EMOMIATH 3 I1HIIMMH, [HTEpHETOM 1
JOKaJIbHUMU CETAMHU.
OcHOBHI clieHapii, SKI MO)XXHAa BHMKOHATU 3a JOMOMOTOIO
BIPTYaJbHOT MEPEXI.

OOMiH naHux yepe3 IHTepHET — MOKIIMBO 3a JIOMTOMOTOIO
Public IP.

B3aemonis 3 nokanbHUMU pECYypCcaMHt - — 3a TPOTOKOIaMHU
Point-to-site virtual private network (VPN), Site-to-site
VPN, Azure ExpressRoute

OinpTpaiist MepekeBoro Tpadiky — uyepe3 CTBOPECHHS
rpyn Oe3neku. ['pyna Oe3neku Mepexi MICTUTh IpaBuiIa
Oe3neKu, SKi JI03BOJISAIOTH ab0 3a00pOHSIOTH BXIIHHUI
MepexxeBuil Tpadik 10 BIPTyaJbHOI MamuHU  a0o
BUXIJTHUN MepexeBUil Tpadik Bia BipTyaJlbHOI MalIUHHU.
PEKOMEHIYEThCSl MOB’A3yBaTU Tpymy O€3MEeKH Mepexi 3
okpemumu migMmepesxamu (Subnet), a He 3 okpeMumH
MEpeKeBUMHU 1HTep(deiicaMu B MiIMEpexi, KOJIU L€
MOJKJTUBO.

Mapuipytu3zanus ceTeBoro Tpaduka.



BipTyanbHa mepexa — Meperka OCHOBHI HanalTyBaHHA

Virtual networks - BipTyanbHi mepeki noriyHo i301b0BaHi oagHa Big oAHOI. JnA ix HanawTyBaTN HEOOXiAHO
BU3HA4YNTU Aiana3oHu IP-agpec, nigmepexi, Tabanui mappyTis, WAO3M Ta NapameTpn besneku

Subnet - Ue giana3oH IP-agpec y Ballin BipTya/ibHIN MEPEXKi, AKMN MOKHA BUKOPUCTOBYBATU ANA i30nauii
BipTYaNIbHMUX MALWIWH OAHA Bi4 OAHOI.

Network Interface (NIC) network security group - cknaga€eTbca 3 npaBua, AKi 3abOPOHALOTL Y
[,03BO/IAOTb BXiAHUN mepexxeBui Tpadik Ao BM abo sBuxigHnn mepexkesui Tpadik Big BM.

Public inbound ports - 3a 3amoBUYyBaHHAM A0CTYN A0 BipTya/IbHOI MaWMHN 0bmexKeHo. AKLLo BnbpaTtu
"Allow selected ports" - Togi BXxiaHWI Tpadik cTaHe MOXAUBUM.

Load balancing - mexaHiam 6anaHcyBaHHA HaBaHTaXeHb ana BM, AKi BKAtoYeHi B noon.



3araibHOAOCTYMNHI Ta NpUBaTHI IP-aapecu

* 3aranbHOAOCTYMNHI Ta NpuBaTHI IP-agpecn BUKOPUCTOBYHOTLCA B Azure AN 0OMiHY AaHMMU MiXK pecypcamm.
OBMiH AaHMMM MiXK pecypcammn MorKe BiabyBaTUCA Y NPUBATHIM BipTyaabHiN meperki Azure Ta B
3araibHOAOCTYNHUMN IHTEpPHET.

* [Ipedikcn 3aranbHOAOCTYNHOI IP-aapecn — ue pe3epBoBaHi aiana3oHu IP-aapec B Azure. MNpedikcn
3aranibHOA4OCTYNHUX IP-agpec cknagatoTbeca 3 agpec IPv4 i

* |Pvé.

e [locTynHi Taki po3mipun npedikcis 3aranbHogocTynHKUX IP-agpec:

» /28 (IPv4) abo /124 (IPv6) = 16 agpec

* /29 (IPv4) abo /125 (IPv6) = 8 agpec

» /30 (IPv4) abo /126 (IPv6) = 4 appecu

» /31 (IPv4) abo /127 (IPv6) = 2 agpecu

* Po3mip npedikca BU3HAYAETbCA AK PO3MiIP MACKM 6e3KNacoBOi MiXKAOMEHHOI.

* MapuwpyTusauii (CIDR).



[1piopUTeTN NPaBUN

* [IpaBW/sa OLHIOIOTLCA B MOPAAKY NPIOPUTETY, MOYMHAIOUM 3 HAMHUMKYOTO NPIOPUTETHOrO NPaBuAa.
3abopoHAtoYe NpPaBu/IO 3aBXAM 3yNUHAE OUiIHKY. HanpuKknaa, AKWO BUXiAHMIM 3anUT 3a6/10KOBAHO NPaBuUIOM
iHTepdency mepei, npaBmna ana nigmepexi He nepesipatoTbea. LLLo6 npoxoaxkeHHs TpadiKy Yepes rpyny
6e3neKkun 6yno A03BONIEHO, BiH MOBUHEH NPOXOAMUTUN Yepes yCi 3aCTOCOBHI rpynu.

* OcmaHHE nNpasuno - ye 3aex0u npaesusao 3abopoHumu ece. Lie npasuso 3a yMo8YAHHAM, 000dHe 00
KoXcHOiI 2pynu 6e3neKu 021a exi0HO20 ma euxiOHo20 mpadgiKy 3 npiopumemom 65500



[liakntoveHHA Ao BM Azure

* [licna ctBopeHHss BM — oo Hei HeobXxigHO NigKNIUYNTUCL. ICHYE KinbKa BapiaHTiB BUGOpY.

* [lpoTokon BiaganeHoro pobouoro crony (RDP)
*  KopucTyBanbHULBKI CKPUNTWY;
* KopwucTyBanbHULbKI 06pa3m BipTyaibHUX MaLlIKUH (3 BCTAHOBAEHUM NPOrpamHUM 3abe3neyeHHsaMm).

* [lpoTokon BiaganeHoro pobouyoro ctona (RDP) 3abe3neuye BiaganeHe nigkntoyeHHa ao iHTepdency kopuctysada Komn'totepis Windows. RDP
[03BONAE YBIMTW Ha BiaaaneHun ¢isnyHuim abo BiptyanbHui komn'totep Windows i KepyBaTu LLUM KOMMN'FOTEPOM.

* [nA nigknoyeHHs npoTtokony RDP notpibeH knieHT RDP. Kopnopauis MainkpocodT Hagae knieHTam RDP Taki onepauinHi cuctemu:

*  Windows (B6byaoBaHuit);

* macOSs;
e jOS
¢ Android.

* W06 nigkntountnca oo BipTyanbHOI MalwMHM Azure 3a 4ONOMOroto KaieHTa RDP, Bam 3Haaobutbea:

* 3aranbHoAoCTynHa IP-aapeca BipTya/ibHOI MalWMHK (260 NpMBaTHA agpeca, AKLWO HAMAWTOBAHO NiAKAOYEHHA BipTya/IbHOT MaLLUMHKW 40 BaLOi
Mmepexi);
* Homep nopty

*  Bu moxeTe BBeCTU Ui BigomocTi B KnieHT RDP abo 3aBaHTaXuTK nonepeaHbo HanawToBaHu pann RDP.

* ®aiin RDP - ue TekcToBUi dpaiin, AKMIA MicTUTb Habip nap "im'a-3HayeHHA", AKi BU3HAYAOTb NapamMeTpu 3'eAHaAHHA A4 KaieHTa RDP ana nigknioyeHHA
[10 BiAAaneHoro Komn'toTepa 3a A0MNOMOror NPOTOKONY BigaaneHoro poboyoro crony.



Jlis migkimodeHHs 10 cmeopenoi BM HeoOxigHo otpumaru RDP file. ITpu BragoMy migkIiO4eHHI B 3MOXKETE BIIKPUTH
Server Manager, sikuii Tpeba HaJamTyBaTu

[ Server Manager - O X
P : :
Server Manager * Dashboard @1V vanage oo
= o Configure this local server
Dashboard
i Local Server QUICK START
- wl M ~ r, C F £ faln
iz All Servers 2 Add roles and features
soloveiVM | Connect  # e :
File and Storage Services P ; ) ~
8 s . 9 3 Add other servers to manage
‘ () Refresh B Troubleshoot 25 More Options ¥ Feedback WHAT'S NEW P - .
B Cvervion 4 Create a server group
= . B3 Connecting using ) )
e S5 pubiic 1P address | 48.209.24.16 v 5 Connect this server to cloud services
'n,':_ Accesz control (LARL)
- Admin uzemams T azursuzar Hide
¢ Port (changs) - 3380 Check access () LEARN MORE
A Diagnoss and solve problems ! = : : c
Just-in-time policy : Unsupported by plan (T
" Connect
& Connect Most common ROLES AND SERVER GROUPS
% Bastion Roles: 1 | Servergroups: 1 | Servers total: 1
B windows Admin Center LS ocE maching .
) = File and Storage - -
> Nemworking Native D2 g . g 1 B Local Server 1 BE All Servers 1
(- Connect via native RDP without any additional software Se IvICces
etzings needed. Recommended for testing only. . . .
3 Auailability + scale Public IP address (42.200.24.16) @ Manageability @ Manageability @ Manageability
> Security Events Events Events
7 Backup < clsaarracovery Performance Services Services
o BPA results Performance Performance
> Monitoring
> Automation - Wore ways to connect (4) BPA results BPA results
> Help




Web-Internet Information Services (IIS) — me BeO-cepBep Bim kommnanii Microsoft, skuii BXoauTh 10 CKIIaay OIEpaliHMX
cucteM Windows. 11S 3abe3neuye miatdopmy JUIs pO3MIIIICHHS Ta yIPaBIiHHS BeO-caliTaMu, BeO-10JaTKaMH Ta TTOCITyTaMHU.

OcHoBHI kommioHeHTH |IS:
Be6-cepep: OcnoBHa ¢ynkmis 1S — me obpobka 3anmutiB HTTP 1 HTTPS. BeG-cepBep mpuiimae 3amuTH Bia KIII€HTIB
(Hampukam, BeO-Opay3epiB) i moBepTae BiMOBITHUI KOHTEHT, Takui sk HTML-cTopinkm, 300pakenHs abo iHIIII TaHi.

FTP-ceprep: IIS moxe Takox ¢yHkiionyBatu sk FTP-cepBep, 3abe3neuyroun nepenady daitiis yepe3 mporokos FTP.

Cnyx6u 6e3neku. IS miarpumye pizHi Metonu aBTeHTH(]IKaIIl Ta aBTOpU3AIli A1 3aXUCTy pecypciB BeO-caitTy. lle BKirOUae
Windows-ayrentudikariro, 6a3oBy aBTeHTH(IKaIit0, cepTrdikatu SSL/TLS mis 3axumieHoro 3'efHaHHS TOIIIO.

PozmmproBanicts: |1S miaTpumMye Moy, sIKi JO3BOJISIIOTH PO3IIMPIOBAaTH (YyHKIIIOHAIBHI MOXKJIIMBOCTI cepBepa. Hampukian, 1e
MOXXYTh OyTH Moayi 1yt 00poOku 3amutiB ASP.NET, PHP, CGl, 1 iHmmi.

Vnpasninasa caitamu: ||S Hamae iHTEepdeiic a1 ynpaiiHHS BeO-caTaMu Ta JIoJaTKaMU, € MOXXKHA CTBOPIOBATH HOBI CaMTH,
HAJAIITOBYBAaTH 30HU BUJAMMOCTI, OOMEXKEHHS JIOCTYITy, HAJallITOBYBaTH 0OPOOKY MOMMJIOK 1 TaK Jajl.

Jlorm ta moHiTopuHr. |IS Hamae iHCTpyMEHTH HJis BEJASHHS JIOTiB 1 MOHITOPHMHIY aKTHBHOCTI Ha cepBepl. Lle mo3Bosie
aJAMIHICTpaTOpaM BIJICTEXKYBATH JOCTYI JI0 PECYPCiB, BUSIBIIATH Ta YCYBaTH MOXJIMBI MPOOJIEMHU.



HanawmyesaHHa Web-Internet Information Services (lIS) Ha BM

Server Manager/Add Roles and Features/Web Server Role

= Add Roles and Features Wizard — O >
DESTIMATIOMN SERVER
Web Server Role (1IS) soloveiV
Before You Begin Web servers are computers thai.: let you share infu:rrmatiorj aver th_e Internet, or thmugh intranets Er‘l.d
extranets. The Web Server role includes Internet Information Services {I15) 10.0 with enhanced security,
Installation Type diagnostic and administration, a unified Web platform that integrates IS 10,0, ASP.MET, and Windows

e A P Communication Foundation.

Server Roles

Feaiurss

* The default installation far the Web Server (IIS) rale includes the installation of role services that
Web Server Role (II5) enable you to serve static content, make minor customizations (such as default documents and HTTP
errors), monitor and leg server activity, and configure static content compression.

Role Services

Confirmation

Maore information about Web Server 115

< Previous | | Mext = Install Cancel




Micna BAANOro po3ropTaHHA cepBepy, Moro byae AoaAaHO A0 CNUCKY cepBepiB.

F 10 Marage  Toch  view

IO <0 SR e

I Local Server
B Alsensrs -
. 0 Configure this local server
Fila and Storage Sendoes b =
15

TR

Add roles and features

dd otine
WHAT'S KEW -
4 Create a
Conr ices
LEARN MORE
RCLES AMD SERVER GROUFS
Aples 2 | Server groupst 1 | e foas 1
= Filz and Storage = - -
[ 1 115 1 Lacal Server 1 i Al servers 1
B Zurvices = - i
El “arageabiliny EI Slarageakilny EI sarageabiliny EI sarageabilny
fvants Events Evants Events
Parfoemance Sappces Samppices Smpyicas
T, remte Parformance Ferformance Frrformance
S, remalts TR remd by SRR remdts




Biokpuemo Default Web site page
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BiagkpuTTa MopTiB y BipTyaJabHUX MamnnHax Azure

Hogi BipTyalibHiI MalliiHU 3a0JJ0KOBAHO 32 3aMOBUYYBAHHSIM.

[IporpaMu MOXYTh BUKOHYBAaTM BHXIJIHI 3allUTH, ajie JO3BOJICHO JHIIE BXIAHUN Tpadik 13 BipTyaJabHOI MeEpexi

(HarmpuKJIIaI, HII pecypcH y Til camii IokalbHii Mepexi) Ta Azure Load Balancer (mepeBipka mmpo0).

[I{o0 HamamTyBaTH KoHpIrypaiito ajs marpuMku F TP, moTpiOHO BUKOHATH JBa KPOKHU.

[Tpu cTBOpeHHI BipTyajbHOI MAaIllMHM MOXKHA BIIKpUTH Kinbka momupeHux mnoptie (RDP, HTTP, HTTPS i SSH).

[IpoTe, sAKI10 NOTPIOHO BHECTH 1HIII 3MIHU 10 OpaHaIMayepa, HEOOX1THO BHECTH 1X CAMOCTIMHO.
st mporieaypa CKIaIaeThCs 3 IBOX €TarliB:

v CTBOpITH IpyIly O€3MeKn MePEKI.

v CTBODITh IpaBMIIO BXigHOTO Tpadiky, ske q03Boiste Tpadik uepes3 mopt 20 ta 21 mis akTuBHOI miarpuMku FTP.



Binkpnemo Default Web site page > Adﬁl_ inbound security rule X
. soloveivi-nsg
Ons cmeopeHoi BM rpyna 6e3neKku 3aKkpuBaE BCi NOPTH.
[1na oTpuMaHHA Tpadiky — Biakpnemo noptn — 8080. o -

MNetwork security group soloveiVM-nsg (sttached to networkinterface: soloveivmT13_23) - "
- @ Impacts 0 subnsts. T nswork interfaces + Create port rle Source port rangss * (0

| - |

= n Destina tion ] Protocol == al Acti 1]
iority 1 . . Destination (1)

Priority Name Port Protocol Source Destination Action

Loy ~ |
~  Inbound port rules (£)

300 & RDP 3280 TR Any Any O Allow E .
Service (0
| Custom Y |

Deestination port ranges * (1)
[ 2080 |

»  Outbound port rules (3)

Protocol

@ By
() Tee
() uoe
(O ionapud

Action

(&) Allow
O Derny

Briarity * ()
[ 310 ~]

Mame *

| AllowAnyCustoma080inbound |

Description




[Jopamo im'a BM Ha default web site home page BukoHaemo Kpoku — IIS Manager,

Explore. » ThisPC » Windows (C) » inetpub » wwwroot
e
Wﬂ Internet Information Services (IIS) Manager — ] x Nam g DEtE mo dlﬂ Ed
f« > € » IMAGEVM » Sites » Default Web Site » & a8 55 N —
File View Help * e nsstart J iisstart - Motepad
Connections ; LA =l jisstart . . .
—
TSI @ Default Web Site Home | e P File Edit Format View Help
-9 Start Page — Edit Permissions... 1 1 3
o 5 IMAGEVM (MAGEWazures| | - ¥ Go - (ghShowAll | Groupby: Area - & R e . <title>IIS Windows Server</title>
2 topicion ol s B - e <style type="text/css">»
~ @] Sites - r = i S
> D Default Web Site &_G) \a '@' Q;’E QEE :% J‘JL LT S )f < ! -
Authentic... Compression  Default Directory  Error Pages Handler HTTP Legging  MIME Types Wiew Applications
Document  Browsing Mappings Respon... Vi Virtusal Diechories bndy {
#%m ?ﬁ = % Marage Website @ | color:#888000 ;
adules utpu eque: ings © Restart
MO g g e background-color:#80872C6;
Management ~ W Stop I'I'Iﬂr‘gj.n . B;
Browse Website r
B Browse :80 (http) }
Congé?t:l,rratm Advanced Settings...
Configure »
o #container H
®+§3;44444447 margin-left:auto;
Hel = =
’ margin-right:auto;
text-align:center;
< 3 ._‘TE‘ Content View }
Ready L=

a img {
border:none;
b

-->
</style>

</head>»

<body >

<hl> soloveiVM <hl:>

<div id="container">

 selected 724 bytes <a href="http://go.microsoft.com/fw
<fdiv>

< /body>»

< /htmls
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Azure Cloud Shell — Azure CLI

Azure Cloud Shell - rie 6pay3epna o60moHKa, Tpr3HadeHa JUIsl pO3pOOKH Ta aaMiHICTpyBaHHS pecypciB Azure.,
Azure CLI BHKOPHCTOBYETHCS JIJIsl CTBOPESHHS pecypciB AzZUre Ta KepyBaHHS HUMH 3 KOMaHTHOTO Psijka a0o 3a

JOTIOMOTOKO CKPHIITIB.

Ockinbku Cloud Shell ctBopena miis iHTEpaKTUBHHUX CE€aHCIB, 000JIOHKH aBTOMATUYHO 3aBEPIIYIOTh POOOTY

micist 20 XBUIHMH O€3M1SUTBHOCTI.

Azure Cloud Shell Bukonyetncst B Azure Linux, muctpuOytusi Linux xoproparii MaiikpocodT s IPOAYKTIB

Ta CIIY’>K0 Ha MEX1 XMapHOi 1HQPACTPYKTYpH.

Koprmopaitist MaiikpocodT BHYTPIIITHRO KOMITUTIOE BCi MMAKETH, IO BXOJATH A0 pero3uTopiit Azure Linux, mo0

3aXHUCTUTUCA BiI[ aTakK JIaHIIIOXXKKa ITIOCTAaBOK.

Azure Cloud Shell no3Bo:sie ctBopuTH Ta po3ropayTi BM 3a 10IMOMOTor0 HU3KH KOMaH/I.



Azure Cloud Shell — xomanan nis cteopenas BM

Po06oTa mounHaeTbCs 31 CTBOPEHHS IPYMHH PECYPCiB 3a IOMIOMOT0I0 KOMaHAHU az group create.
resourcegroup="myResourceGroupCLI"

location="westus3"
az group create --name $resourcegroup --location $location

VY npukiaji CTBOPIOETHCA rpyIia pecypcis 3 iM'ssMm myResourceGroup B po3rairyBaHHi "3axijiHa YaCTUHA
CIIIA 3",

Komannor az vim create — crBoproetrbcsa BM.

vmname=""myVM"

username="azureuser"”

az vm create \
--resource-group $resourcegroup \
--name $vmname \
--1mage Win2@22AzurekditionCore \
--public-ip-sku Standard \
--admin-username $username

VY npuknasai cteoproemo BM 3 im’sim myVM Ta imM'ssm aagMiHicTparopa — azureuser. Skmo BM - vy

CTBOPEHO, TO PO II¢ 3’ ABUTHCS MMoBioMieHHs Ta publiclpAddress.


https://learn.microsoft.com/ru-ru/cli/azure/vm

CmeopeHHAa BM — cloud shell

$grp="VMdemo"
$location="westeurope"
$vnetName="VNET"
$subnetName="SUBNET _1"
$vmName=“Demo_VM1”
$vmName=“Demo_VM?2”
$avset =“AVSET”

# CREATE RESOURCE GROUP
az group create --name $grp --location $location

# CREATE VIRTUAL NETWORK
az network vnet create --address-prefixes 10.0.0.0/16 --name $vnetName --resource-group $grp

# CREATING SUBNET
az network vnet subnet create -g $grp --vnet-name $vnetName -n $subnetName --address-
prefixes 10.0.0.0/24

# CREATING VMs
az vm create --resource-group $grp --name $vmName --vnet-name $vnetName --subnet
$subnetName --admin-username azureuser --admin-password Hello@12345#

#open ports
az vm open-port --port 80 --resource-group $grp --name $vmName

#install web server IS
az vm run-command invoke -g $grp -n $vmName --command-id RunPowerShellScript --scripts
"Install-WindowsFeature -name Web-Server -IncludeManagementTools*

#az group delete --name $grp



Azure Marketplace micTuth 6araro 00pa3iB, sSiKi MOXKHA BUKOPUCTOBYBATH JIJIsl CTBOPECHHS BipTyajbHHX MamIiH. Ha monepeaHix kpokax
BipTyaJIbHa MaIllHa cTBOproBayiacs 3a goromororo Windows Server 2016 Datacenter. Ha oMy kpotri Mmoayiis PowerShell BukopucToByeThest
1T OIyKy iHmuX oopasiB Windows na caiiti Marketplace, sixki MokHa BUKOPHCTOBYBATH JIJIsl CTBOPEHHS BipTyanbHUX MamuH. Lle# mporec
IIOJISITa€ B MOIIYKY B1JIOMOCTEH IIpo BUAABIL, mpono3uiiito, Homep SKU Ta (HeoOoB's13k0B0) HOMEp Bepcii s iAeHTH IKaIlii 00pa3y.
Get-AzVMImagePublisher -Location ""westeurope™

Criucok mpomno3uilii 00pasis, BukopuctoBytoun komanay Get-AzVMImageOffer. 111 komanna moBeprae Cucok, BiaiIbTpOBaHHA 32
BKazauuM BuaaslieM Microsoft Windows Server.
Get-AzVMImageOffer

-Location "westeurope™

-PublisherName "MicrosoftWindowsServer"

Komanma Get-AzVMImageSKu BindineTpye CECOK Ha iM'st BUIABIISA Ta HAa3BY MPOMO3HUIIii, BiIOOpa3HBIIYU CITUCOK iMEH 00pa3iB.
Get-AzVVMImageSku -Location "westeurope” -PublisherName "MicrosoftWindowsServer" -Offer "WindowsServer"
i Bi1OMOCTI MOXKHA BUKOPUCTOBYBATH JIJIsl PO3TOPTAHHS BIPTyaJIbHOI MAILIMHHU 3 YpaXyBaHHSIM KOHKPETHOTO 00pa3y

az vm create --resource-group VMdemo --name MyVM --image Win2019Datacenter --admin-username azureuser --admin-password
Hello@12345# --size Standard_DS1 v2

$grp = "VMdemo"
$vmname = "MyVM¢

#open ports
az vm open-port --port 80 --resource-group $grp --name $vmName

az vm run-command invoke -g $grp -n $vmName --command-id RunPowerShellScript --scripts "Install-WindowsFeature -name Web-Server -
IncludeManagementTools*



Azure «Availability sets» - «oomenu 36010» i «0omenu onosnenns»

[

CTofka

—

Croika

e

Crobka

BM1 BM?2 BM3
[o1 Ao2 HOS
BM4 BM5 Eg?
n04 Jo5

Hanpuknazn, ns 6 BM 3 5 noMmeHaMu OHOBJICHHS

I0CTa BIpTyaJbHa MalllMHA TOMIIIAETHCS B TOM XKe
JOMEH OHOBJICHHS, IO ¥ Teplla BipTyaJbHAa MalllMHA,
TakuM 4uHOM, Ko JIO1l — mepe3aBaHTaxyeTbCs, TO
BM1 ta BM2 He poctynHi, anie BM3, BM4, BM5 —
MpaIoTh, BIAMOBIAHO mpu 3aBaHTaxeHHl J[O2 — He
JI0CTyIHA TiIbku BM2,

Ie pimenHs 3a0e3nevuye BUCOKY AJOCTYIHICTH BM B
xmapi Azure.

\/
0‘0

0

o0

«JlocTynmHa 30Ha» € KOMOIHAIIEIO «JOMEHIB 30010» 1
«JIOMEHIB OHOBJICHHs». JIJ11 KOXKHOI1 30HU JOCTYITHOCTI
MOXHa HACTpOiTH 10 3 AoMmeHiB 30010 Ta 20 noMeHiB
oHoBjIeHHs. L[ koH(irypaiii He MOXKHA 3MIHUTH MICTA
CTBOPEHHS TPYNH JOCTYITHOCTI.

JlomeHu 30010 BM3HAYaIOTh TPYIy BipTyaJlbHUX MAIIWH,

Kl CIHUIBHO BHKOPHUCTOBYIOTh CIIUIBHE JKEPEIO

YKABJICHHS Ta MEPEKHUN KOMYTAaTOP.

JIoMEeHM OHOBJICHHS — 11€ TPYNH BIPpTyaJlbHUX MAlllUH Ta

0azoBe (13uyHE OOJIAHAHHS, SKE MOXe OyTu

IIEPC3aBAHTA’KCHO OAHOYACHO.



Availability sets— 11e moriune rpynyBaHHS BipTyajdbHHX
MaIlIMH, SKe 103Boisie AZUre 3p0o3yMITH, K Ballla Iporpama
CTBOpEHA JIJIs 3a0€3MeUeHHs Pe3epBYBaHHS Ta JIOCTYITHOCTI.
PexoMeH10BaHO CTBOPIOBATH JIB1 a00 OUIbIIE BIPTYaIbHUX
MaIllMH Y MeXKax Ha0opy JOCTYMHOCTI, 11100 3a0€e3MeUnTH
BHCOKY JIOCTYITHICTh IIporpaMu Ta Biganosigatu 99,95% Azure
SLA.

3a neBHUX 0OCTaBHH JIB1 BIpTyaJibHI MAIlIUHKA B OTHOMY HaOOpi
JTOCTYITHOCTI MOXYTh CITIJTbHO BUKOPUCTOBYBaTH JJOMEH
TTOMMJTKH.

CriJibHUM TOMEH TOMUIIKA MOXKE OyTH CIIPUYHMHEHUH
BUKOHAHHSM HACTYIHOI MOCIIIIOBHOCTI IiJ] 4aCc PO3rOpPTaHHS
BIpTYaJIbHUX MAIIIVH:

Po3ropHiTh nepiiy BipTyaibHy MaIlUHY.

3yNMUHUTH/3BUIBHUTH MIEPITY BIpTyaabHy MAIIUHY.

Po3ropHiTh Apyry BipTyalabHy MAIlIUHY.

3a nmux o6craBun auck OC npyroi BipTyalbHOT MAIITUHU MOXKE
OyTH CTBOPEHHUI y TOMY CAaMOMY JOMEHI TIOMUJIKH, 1110 1
nepia BipTyajibHa MallliHa, TOMY JIB1 BIPTyadbHI MallluHU
OyyTh y TOMy caMoMy AoMeH1 moMuiku. 11lo0 yHukHyTH i€l
npoOiemMu, He Tpeda 3yMUHITH/3BUIHHATH BIPTyaJIbHI MAIlIMHU
MIDK PO3TOPTaHHSIMHU.

Region

Availability Set

Compute Cluster

Virtual Machine Virtual Machine Virtual Machine
FDD FDl F[_.‘JZ
Managed Disk Managed Disks Managed Disk
FDO FD1 FD2

Storage Cluster




Availability sets

az vm availability-set create --name
--resource-group
[--location]
[--no-wait]
[--platform-fault-domain-count]
[--platform-update-domain-count]
[--ppg]
[--tags]
[--unmanaged]
[--validate]

az vm availability-set create -n MyAvSet -g Sgrp --platform-fault-domain-count 2 --platform-update-domain-count 2

az vm availability-set delete [--availability-set-name]
[--ids]
[--resource-group]
[--subscription]



Azure DNS

CucreMa JOMEHHHMX IMEH — 1€ 1€papxis JOMEHIB. lepapxisi mouynHaeThCs 3 00t moMeHy, iM'st sikoro mpocTo ".". Hubkue HaBeneH1 JOMEHU
BEPXHBOTO PiBHS, Taki Sk COm, net, org a6o ukjp. Ilix momMeHamMu BEpXHBOTO PiBHS 3HAXOIATHCS JOMEHH APYTOTO PiBHS, HANPHUKIA,
org.uk a6o co.jp. Lli nomenu B iepapxii DNS rmodansHo po3noaineni Ha cepBepax DNS mo BcboMy CBITY.

Homenu DNS B Azure DNS posminrytoreest B miobanbHiit mepexki DNS-cepsepis Azure, B Azure DNS mepexa opranizoBaHa TakuMm
YHUHOM, 1110 Ha KoxkeH 3anmuT DNS Bianmosigae Haitommxuunii noctynauii DNS-cepsep.

[Ipu cTBOpeHHI KOHTeWHEpa Ha mopTail AzZUre 1y HbOTO aBTOMAaru4yHO CTBOproeThbes IP-aapecu. 3aranbHomoctynHa |P-
aZpeca BUKOPUCTOBYETHCS ISl BIAJAJIECHOTO JIOCTYITY. X04a MOpTal HE CTBOPIOE NTOBHE JOMEHHE IM'st 200 MOBHE JOMEHHE
iM's1, IOTO BapTO JA0JIaTH ITICJIs CTBOPEHHSI.

Peectparop noMeHHUX IMEH - 1€ OpraHi3ailis, ska J03BOJIsS€ MpUa0aTH JOMEHHE 1M's, HampuKiIaa, company.com. Kymnyroun
JIOMEHHE 1M'sl, BU OTPUMYETE MPaBo KepyBaru iepapxiero DNS mig num iM'ssm, HampukJiia/l, HaJlallTyBaTy MepeHanpaBiICHHS
Ha BeO-CalT Ballloi KOMITaHIi Mpu BBEACHHI apecu WWWw.company.com. PeecTparop Moxe pO3MICTUTU JOMEH Ha BJIACHUX
cepBepax iMEH BIJI BaIIOro iMEeH1 a00 JO3BOJIUThH BKA3aTH aJIbTEPHATHBHI CEPBEPU JOMEHHUX 1MEH.



3ona DNS

3oa DNS BukopucToByeThes s po3mimenHs 3anuciB DNS meBnoro gomeny. Illo6 po3mictutu gomen B Azure DNS,
HeoOx11HO cTBopuTH 30HY DNS. Koken 3anmuc DNS nj1st Baroro 7oMeHy CTBOprO€eThes BecepenuHi i€l 30uu DNS.

Hampukian, momeH cOmpany.com Moxke MICTHTH Jekiibka 3amuciB DNS, Brmrowaroun mail.company.com (momroBuid
cepBep) 1 Www.company.com (my1st Be0-caiTy).

IIpu crBopenHi 30Hu DNS B Azure DNS BpaxoByiiTe Take.

v Im's 30HM Mae OyTHM YHIKaJIBHHM y MeEKaX TPyIH PECYpCiB, a 30HA HE Ma€ iCHyBard. B iHIIIOMY BMIIAAKy OIE€parlis
3aBEPIITUTHCS TOMIIIKOIO.

v' 1le x iM'st 30HH MOJKHA BUKOPHCTOBYBATH IIOBTOPHO B iHIIIM TPpyIIi pecypciB abo iHmIii migmucii Azure.

v’ SIKmio KigpKOM 30HaM HagaHO OfHE W Te came iM's, KOKHOMY MPHMIPHHKY MPH3HAYAIOTHCSA Pi3HI aapecu cepBepiB
JOMEHHHUX IMEH. 3a JOMIOMOTOI0 peECTpaTopa JOMEHHUX IMEH MOXKHA HaJIallITyBaTH JIUIIEe OJUH HAO1p ajapec.



Tunu Ta HaOOpPU 3aMKUCIB

Twnu 3anucis
Koxxnuii 3amuc DNS mae iM'st Ta Tun. 3anucu moAuIsSIOTHECS Ha Pi3HI TUIIM B 3aJIEKHOCTI Bl JAHUX, SKI BOHU MICTSTb.

Haitoiap1 nommpeHuid Tu - 3anuc A, sikuit 3ictasisie im'a 3 IPv4-anpecoro. [Hmmi nommpenuit tum - 3anuc MX, sikuii
31CTaBIIsIE IM'Sl 3 TOIITOBUM CEPBEPOM.

Azure DNS niarpumye Bci 3aranpHi Tunu 3anuciB DNS: A; AAAA, CAA, CNAME, MX, NS, PTR, SOA, SRV Tta TXT.
3BepHITh yBary, 1o 3anucu SPF npeacrasieni y Burisai 3anucis T XT.

Habopw 3anucis
VY nesikux BUIaJKax HEOOX1AHO CTBOPUTH Kijbka 3anuciB DNS 13 3aganum im'ssm Ta Tunom. Hanpukiazn, npumycTumo,
o BeO-calT WWW.COmpany.com po3MmillyeTbes 3a aBoMa pizHuMu IP-agpecamu. Jlns nporo BeO-caiiTy moTpiOHO JBa
pi3H1 3anucu A — mo ojH1M 111 KoxkHO1 IP-agpecu: Ock npukiag HaOOpy 3aIKCiB!

www.contoso. com. 3600 IN A 134.170.185.46
www . contoso. com. 3600 IN A 124.176.188.221



Tunu Ta HaOOpPU 3aMKUCIB

Azure DNS kepye Bcima 3amucamu DNS 3a gomomororo HabopiB 3amuciB. Habip 3amuciB (TakoX Ha3WBAETHCS
Ha0OPOM 3aIKCIB pecypciB) — 1ie KojekIlia 3anmuciB DNS y 30H1, siki MatOTh OJiHE iM'sl Ta HaJEXaTh 10 OJJHOTO THITY.
binpiiicte HaOOpIB 3amuciB MICTATh OAMH 3amuc. [Ipore TpamistoTbes ¥ HaOOpW 3 KUIbKOMA 3amucaMu (K Y
MPUKJIaJIl BUIIIE).

Hanpuknaa, mpunycTUMO, 10 BH BXE€ CTBOPWJIM B 30HI COMpany.com 3amuc A WWW, 1o Bkaszye Ha |P-aapecy
134.170.185.46 (nepmmii 3anuc Buie). [1lo0 cTBopuTH Apyruit 3amnuc, He MOTPIOHO CTBOPIOBATH JOAATKOBUN HAOIp
3aMuCiB — CJIIJ JOJIaTH 3aIKC /10 BXKE€ HassBHOTO HaOOpy 3aIluCIB.

Habip 3amucie tumry SOA Ta CNAME € Bunstkamu. 3a ctanmgapramu DNS aekinbka 3anuciB 3 THM CaMHUM 1M'SIM J1JISI
[IMX TUITIB HE JIOMYCKAKOTHCS, TOMY TaKl Ha0OpH 3alKCiB MOXKYTh MICTUTH JIMIIE OJVH 3aITuC.



3axOIICHHS T1/1IOMEHY

3axoIUICHHS MiAJOMEHIB — IOIIMpEeHa Ta CepMO3Ha 3arposa JJis OpraHizallii, sSKi peryisipHO CTBOPIOIOTH Ta
BUJIAJIAIOTE O€3J114 pecypciB. 3aXOIUICHHS IIJIJIOMEHY MOXKe BiIOyTHCS, siKiIO y Bac € 3anuc DNS, mo Bkazye Ha
BiAKIMKaHUM pecypc Azure. Taki 3anmucu DNS nHazuBarothes Hepivichumu. 3anucu CNAME ocobiuBo Bpaznugi g0
11€1 3arpo3u. 3axXOIUICHHS M1JIOMEHIB J103BOJISIE€ 3JJOBMUCHUKAM TIepeHANpaBaTH Tpadik, MpU3HAYECHUM ISl IOMEHY
oprasizalli Ha CaiT, 110 BUKOHY€ MIK1IUB1 Ali. [lommpenuit cuieHapiii 11 3aXorieHHs T1J0MEHY:

CTBOPIHH: Bu miaroryere pecypc Azure 3 moBaHuM jgomeHHuM iMm'sm (FQDN) app-contogreat-dev-
001.azurewebsites.net. Bu npusnagaere 3armmc CNAME B 30n1 DNS 3 migmomenom greatapp.company.com, sikui
Hajicuiae Tpadik 10 pecypcy Azure.

CNAME entry .

= Breatapp. company.com—g
- app-contogreat-dev-001.azurewebsites.net




3axorieHHs miaaomeny - BIJIT'YK

Pecypc Azure Oyne BiIKIMKaHUN a00 BUJAJICHU MICHS TOTO, SIK Y HbOMY 3HUKHE TOTpeoa.

Website
404 CNAME entry > resource @ CNAME entry ’
e\ | 5Teatapp.company.com —,; d&pl‘OViSiOl‘l&d greatapp.contoso.com

app-contogreat-dev-001.azurewebsites.net 3
Dangling DNS app-contogreat-dev-001.azurewebsites.net

Subdomain taken over

Ha upomy erami 3anuc CNAME greatapp.company.com HeoOxigHO Buaanutu 13 30HM DNS. Skmio 3amuc

CNAME wne BumanuTu, BIH OTOJIOIIYETHCS SIK aKTUBHUM JOMEH, ajie HE Hajcwiae Tpadik J0 aKTUBHOTO
y p

pecypey Azure. Ile BuznaueHnHs "Bucsunx" dns-3ammcis.

Bucsumii migmomen (Qreatapp.company.Ccom) Temep Bpa3iMBUK 1 MOXe OyTH HEpenpH3HAUYCHHH 1HIIIOMY
pecypcy niamnucku Azure.

SAXOIUIEHHA:

BUKOpUCTOBYIOUM 3arajibHOJOCTYIIHI METOAM Ta 3acoOM, 3JIOBMUCHUK BUSBISE '"BUCAUMM" TI1JIOMEH.
3JI0BMHCHHUK TOTy€ pecypc AZUre 3 TMM caMUM MTOBHUM JOMEHHHUM IM'SIM paHillle KEpOBaHOIO BaMu pecypcy. Y
ILOMY IIpHKIIaai app-contogreat-dev-001.azurewebsites.net.

Tpadik, mo BiANpaBIse€ThCsA B migAoMeH (reatapp.company.com, Tenep HalpaBiIsSeThCs B peCypce IIKIIIUBOTO
cy0'exTa, J1e BOHU KEPYIOTh BMICTOM.



12.
13.
14.
15.

NMumaHHA

LLlo TaKe perioH Azure, i Yomy ix reorpadiyHe po3TallyBaHHA BaX/1MBe AN NPOAYKTMBHOCTI Ta BigNOBiAHOCTI BUMOram?
Yum BigpisHAtoTbeA 30HM goctyny (Availability Zones) Big perioHis, i AKi rapaHTii BiAMOBOCTIMKOCTi BOHW HaAal0Tb?

AKy ponb BigirpatoTb Nnapu perioHis (Region Pairs) Ta AKi nepesaru 3abe3neyvyoTb y CLEHaPisX aBapiMHOro BiAHOBNEHHA?
AKi KNtoYyoBi NapameTpur NOTPIOGHO BU3HAYUTU NiJ, Yac CTBOPEHHSA BipTyaabHOI MallnHKU B Azure (Hanpuknag, posmip, OS,
AUCK, meperka)?

Yum BigpisHAtoTbCA TUNKM anckiB Standard HDD, Standard SSD ta Premium SSD, i aK B1bip BNAMBA€E Ha NPOAYKTUBHICTb?
Aki napameTpun 6e3nekun (SSH, naponi, meperkesi npaBmnna) HeobxigHO BpaxoByBaTH Nig Yac po3roptaHHs VM?

AKi iHcTpymeHTn aoctynHi B Azure Cloud Shell i ynm BiapisHAtoTbea Bash Ta PowerShell pexxumn?

AKi ocHoBHiI KOMaHAan Azure CLI BUKOPUCTOBYIOTb A5l CTBOPEHHA BipTyaabHOi MawmnHu yepe3 Cloud Shell?

Yomy Azure Cloud Shell BBaxKaeTbca 3pyYHUM iIHCTPYMEHTOM ANA aBTOMATMU3aLLii Ta HaBYaHHA aAMiHICTpyBaHHIO Azure?

. o Take Fault Domain (gomeHun 36010) Ta AK BOHM 3axuatoTb VM Big, oaHOYacHOro anapaTHoOro 360107
. AIKy ponb BUKOHytTb Update Domains (4omeHn OHOBNEHHSA) Ta YOMY BOHW BaXK/IMBI NiJ, Yac N1aHOBUX OHOBJIEHb

iIHppPaCTPYKTYypu?

AK Availability Set Bukopuctosye Fault Ta Update Domains gna nigBuieHHA AOCTYNHOCTI A0AaTKIB?

AKi Tvnn DNS-30H nigTpumye Azure DNS Ta 1A 4Oro BUKOPUCTOBYETHCA KOXKHA 3 HUX?

AK npautoe generyBaHHA DNS-30HM MiX peecTpaTopom gomeHa 1a Azure DNS?

AkKi nepeBarn Hagae Azure DNS nopiBHAHO 3 TpaguuinHumu DNS-cepBepamm, 30Kkpema y macutaboBaHUX XMapPHUX
cucremax?



