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3arajibHi 0JI0KeHHS
JIaGopatopHi poOOTH € JIOTIYHUM MPOAOBKEHHSIM JEKIIHHOTO KypCy 3
mucturuiiag “GRID-cucteMu Ta XMapHi TEXHOJOTII” 1 € MePeXiTHO0 JIAHKOIO Bij
TEOPETHYHOTO KypCcy A0 HaOyTTs MPaKTUYHUX HABUYOK POOOTH 3 XMapHUMH
TEeXHOJIOT1AMHU Tu1aThopmMu Azure.
Koorcna nabopamopua poboma micmums maxi 6uou pooim:

— aHaJli3 YMOBH 3a/1a4i.

BUKOHAHHS 3ajlaya B XMapHOMY cepeioBHIil Azure.
— JIEMOHCTpAIli}0 BUKOHAHOTO 3aB/JIaHHS.
— BIJITIOB1/Il HA KOHTPOJIbHI 3alMUTAHHS.

— CKJIQJIaHHSI 1 3aXHUCT 3BITY.



Jlabopamopna po6oma Nel
PoGora 3 Azure Blob Storage
Meta po6orn: HaGytu HaBu4ok pobotu 3 Azure Blob Storage.
3aBaaHHs

Yacruna 1. CtBopuTH cTaTUYHUIN BeOCAMT 3a Jomomoror cxoswuiina Blob
Storage..

YacruHa 2. HaBuuTHcs CTBOPIOBATH Ta yIPaBJIsATH KOHTeHHepaMu i blob-
¢aitnamu B Azure Blob Storage, BuxopuctoBytounm kmacu BlobServiceClient,
ContainerClient, BlobClient.

Teopernuni BizomocTi

Azure Blob Storage — 1e pimeHHs Juisi 30epiraHHs BEJIUKHX OOCSTIB
HECTPYKTYpPOBaHUX JIaHHUX y xMapl Microsoft Azure.

BoHo no3Bossie 30epiratu nani y Buriisiai 00’ exTiB (blobs), Takux ik TEKCTOBI
abo aBiiikoBi1 (aitnu. Lle momyssipHe pillIeHHs AJII CTBOPEHHS PE3EpBHHUX KOMIH,
apxiBiB, 30epiraHHsi MyJIbTUMEIINHUX JTaHUX, a TAKOXK JUIsI OOpOOKH aHATITUYHHUX
big data-HaBaHTa)XXEHBb.

OcHoBHi koMrionenTn Azure Blob Storage:

1. Storage Account (oOmikoBui 3anuc 30epirants) - [{e moriuyna onuHUIA, sIKa
HaJa€ TOCTYII 10 ciy>k0u Azure Storage.

OO011KOBUH 3aIMC € KOHTEUHEPOM JUIsl PI3HUX TUITIB CXOBHILL, BKIIOYHO 3 Blob
Storage. BiH MoOke BUKOPUCTOBYBATHUCS [IJIi CTBOPEHHS Ta KEPYBAHHS PI3HUMHU
tunamu cxoBuill gaHux: Blob, Queue, File 1 Table Storage. 3abe3neuye KOHTPOJIb
JIOCTYITy, MOHITOPHHT 1 KEpyBaHHS 30€pEKEHUMHU JTAHUMHU.

2. Containers (koHTeitHepu) - KoHTeitHEp € JOri4HOI CTpyKTyporo B Blob
Storage, mo micTuth rpyny blob-o0’ektiB. KoxkeH 00mikoBHM 3amuc 30epiraHHs
MOXE€ MICTUTH KUIbKa KOHTEHHEpIB, a KOXEH KOHTeHMHEp — NPaKTUYHO
HEOOMeXeHY KUJIbKICTh 00’ €KTIB.

3. Blobs (00’extn) - I{e Oe3nocepeaHbo AaHi, 110 30epiratoThCs B KOHTEHHEPI.
Icuye Tpu Tunu blob-06’€eKTiB:

Block blobs — 36epiratots TekcTOB1 @00 IBIMKOBI AaHi; 1/1€aJIbHO MIAXOAATh
IUTA BETUKUX (ailiiiB, IK-OT TOKYMEHTH YU MYJIbTUMET1A.

Append blobs — pi3noBu block blobs, onTuMizoBanuii A MOC1OBHOTO

JIOTIMCYBaHHS (HAMPUKIIA, JIOT-(paitim).



Page blobs — 30epiratoTe JaHi y BUIVISIAI CTOPIHOK; MpU3HAYEHI JJIs
CIICHApIiB 13 BUIMAJKOBUM JIOCTYIIOM, 30KpeMa JUIsl BIpTyaJbHUX KOPCTKUX JHUCKIB
(VHD).

Xix BUKOHAHHS Po00TH

1. VBiiiniTe Ha mopTan Azure.

2. Ha mamem «Yci cmyxO6m» 3HaiaiTe 1 BuOepiTh «Ciyx0a CcXOBHIIa»
(Storage Account) Ta HATUCHITH «CTBOPUTIY.

3. BkaxxiTh OCHOBHI B1JIOMOCTI JiJIsl CTBOPEHHS HOBOI CITy>KOH cXOBHIIa (Ha3Ba
00JIIKOBOI'O 3alUCy CXOBHUIIA Ma€ MICTUTH Baile Mpi3Buine).Y posaun «be3nexa»
(Security) BuGepith "Enable storage account key access". YV pozninmi «Mepexi»
(Network connectivity) Bubepits "Enable public access from all networks"

— Microsoft Azure P Search resources, services, and docs (G+/) @ Copilot

Home > Storage center | Blob Storage >

Create a storage account

Basics Advanced Networking Data protection Encryption Tags Review + create

Azure Storage is 3 Microsoft-managed service providing cloud storage that is highly available, secure, durable, scalable, and
redundant. Azure Storage includes Azure Blobs (objects), Azure Data Lake Storage Gen2, Azure Files, Azure Queues, and Azure
Tables. The cost of your storage account depends on the usage and the cptions you choose below. Learn more about Azure
storage accounts o

Project details

Select the subscription in which to create the new storage account. Choose a new or existing resource group to organize and
manage your storage account together with other resources.

Subscription * | Azure subscription 1 v
Resource group * | (New) butsenko1 v
0] Create new

Instance details

Storage account name * (© | e e S

Region * @ | (Eurape) West Europe %

Deploy to an Azure Extended Zone

preferred storage type | Azure Blob Storage or Azure Data Lake Storage Gen 2 ~

@ This helps us provide relevant guidance. it doesn't restrict your storage to this
resaurce type. Learn more

Performance * &

@:‘ Standard: Recommended for most scenarios (general-purpose v2 account)

O Premium: Recommended for scenarios that require low latency.

Redundancy * @ | Locally-redundant storage (LRS) ~

Puc. 1. CtBopeHHSs HOBOI cTy>K0HU CXOBHUIIA

4. HatucHith «llepernsiHyTd Ta CTBOPUTH», HI00 PO3NOYATH aBTOMATUYHY
nepeBipky. Ilicis 3aBepiieHHst po3ropTanHs HaTUCHITH «llepelTu 10 pecypcy».

5. Ha noxanpbHOMY KOMIT'IOTE€pl CTBOPITH JAOMAIIHIO CTOPiHKY index.html
JUTSL BAILIOTO CTaTUYHOTO BeOcaiTy. Ha cTopiHii Mae OyTr BKa3aHO Ballle MPI3BUILE

y HIDKHIN 4acTuH1. 30epexiTh Qail.



6. Ilepeitnite no po3ainy «Static website». AkTuByiTe Horo. BeniTe Ha3By
daiiny index.html. 36epexits. Y pe3ynbTaTi Oy/1e 3reHepoBaHO MOCUIAHHS Ha BaIll
BeOCauT.

Puc. 2. Axtusaris pyHkIii «Static website»

7. Tlepeimith 1m0 MeHIO «Storage Browser» — «Blob containers» Ta
3aBaHTaXxTe cTBOpeHuil index.html y koHTelinep web.

Pucynok 3. 3aBantaxenHns index.html y koureiinep web.

8. CkormirolTe MOCUIAHHS Ha Ballly CTOPIHKY Ta BIAKPUNATE OTO B HOBOMY
BIKHI Opay3epa. Y pe3ynbTaTi BH Mae€Te MOOAUNUTH 3aBAHTAXKEHY JIOMAIIHIO
CTOpPIHKY.

9. Mosgoto nporpamyBanHs Python miakmrodiTecsi A0 Bamoro oOJiKOBOTO
3anucy Azure Storage (inimiamzyiite o0'ekt BlobServiceClient uepe3 connection

string).
a. BuBemiTh CIMCOK yCiX KOHTEHHEPIB.
b. CTBOpITh KOHTEHHEDP 3 YHIKAIBHOIO HAa3BOIO.
c. Ilepesipte, uu BiH 3’SIBUBCA y CIIUCKY KOHTEHHEPIB.
d. CrBopiTh NOKaNBHUN (aiii.
€. 3aBaHTaXTe MOTr0 y CTBOPEHUI KOHTelHep 3a gomoMoroto BlobClient.



f. JlomaiiTe no blob'a meTamani.

10. IliarotryiiTe 3BiT, KU BKJIIOYA€: 3HIMKM €KpaHa 3 pe3yJibTaTaMu
BUKOHAHHS KpOKIB 6—8; poOoumii KOJ mporpaMu; BIANOBIII Ha KOHTPOJIBHI
3aryuTaHHS.

KoHTpoJibHi 3aniuTaHHSA

1. Jns sikux cuenapiiB mpusHaueHi Queue Storage ta Table Storage?

2. ki TunoBi Gi3Hec-3a/1a4l MOYKHA BUPIIIMTH 3a oromororo Block blobs,
Append blobs Ta Page blobs?

3. Y 4oMy moJisirae pisHUI MIX JIOKAJIbHO HAJIUIIKOBUM CXOBHUIIIEM
(LRS) Ta 30HanpHO HAAJIUIIKOBUM cxoBuUIilleM (ZRS)?

4. Sxi nepeBaru Hagae reorpadiuno HaamumkoBe cxopuine (GRS)
nopiBHsAHO 3 LRS ta ZRS?

5. Yomy BapTO BpaxOBYBaTH 3aTPUMKH Ta BapTICTh MPU BUOOP1 BapiaHTy
KOITIFOBaHHSA JJAHUX MIXK pErioHaMu?

6. VY skux Bunagkax GRS moxxe 6yt KpuTHUHO BaXJIUBUM /i1 Oi3HECY?

7. Yum Biapi3HstoThes piBHI noctyny Hot, Cool 1 Archive 3a BapTicTio Ta
IPOYKTUBHICTIO?

8. SIKki KkpuTepii BAKOPUCTOBYIOTHCS JIs1 BUOOPY BIJIIOBITHOTO PiBHS
JTOCTYIy 10 JaHUX?

9. o BiaOyBaeThCs 3 AAHUMU, KOJIM iX IEPEBOJATH y piBeHb Archive, 1 sKi
00OMEKEHHS 11e CTBOPIOE?

10. Ilo Take «soft delete» y Azure Blob Storage 1 sik BOHO 3axuIliae 1aHi BiJ
BUIIaJIKOBOT'O BUIAJICHHS?



Jlabopamopna poooma Ne2.
CunxpoHi3zauis JokajabHOro cepsepa 3 Azure File Share Ta ocHoBu po6oTHu 3
Azure File Share B Python 3a nonmomoroi Azure SDK
3aBaaHHs

Yacruna 1. HaOyTu HaBHYOK CTBOpPEHHS pIIIEHHS JJI CHUHXPOHI3alii
¢aitnoBux cepsepiB i3 onuuM cribHuM Azure File Share.

Yacruna 2. Hapuurtucs crtBoproBatu Ta kepyBaTu Azure File Share 3a
JIOTIOMOT OO KJ1aciB 016mioTeku azure.storage.fileshare.

TeopernuHi BizomocTi

Azure File Shares — 1e cimyx6a 30epiranns (aiimiB B xmapi Big Microsoft
Azure, sika T03BOJISIE CTBOPIOBATH 3arajbH1 (pailyioBi cxoBUIIA JJis 30€piraHHs Ta
oOMminy (aitmamu B XxMapHOMY cepenoBuiii. [{g ciayk0a mpaiftoe 3a TpOTOKOJIOM
SMB (Server Message Block), mo mo03Bojisie KopucTyBauyaMm JIETKO MAarUTH
(MoHTyBaTH) 11 (hailJIOBI CXOBHUIIIA HAa CBOI JIOKAJIbHI MPUCTPOI, MOAIOHO M0
JIOKaJIbHUX MEPEKEBUX JIUCKIB.

OcHogH1 xapaktepuctuku Azure File Shares:

Coinbauii  noctyn a0 (aitmis: Azure File Shares Hagae MOXIUBICTD
oprasizauism JUIUTHCS (aillaMu MK pI3HUMHU CEpBEPaMHU Ta KOPUCTYBaYaMHU Yepe3
MEPEKY.

[Iporokonu: BukopucroBye SMB ta NFS (mns Linux cepenoBui) s
noctymy 1o hanmis.

InTerpauisa: Jlerko inTerpyerbcst 3 Windows, Linux 1 macOS cucremamu.
MoskHa ManuTH (QaityioBl pecypcu 4epe3 CTaHAapTHI 3aCO0M OMepaIliiiHuX CUCTEM.

Hocrynuicte: Azure File Shares 3abe3nedye BUCOKY HaIIMHICTh Ta
JOCTYIHICTb, TOMY (haiiyiv JOCTYIHI 3 OyAb-sIKOT TOUKH CBITY uepe3 [HTepHeT.

Pe3epBHe komitoBaHHS: Azure 3a0e3neuye MEXaHI3MU JJi PE3ePBHOTO
KOMIIOBaHHs (DaiisIiB 1 BIIHOBIICHHS iX y pa3i BTPaTH.

[udpysanns: Bei gani B Azure File Shares mu@pyroTbest ik B cTaHi CIIOKO1O,
TakK 1 Iij] 9ac nepeaadi.

Cuenapii Bukopuctants: CrijbHe BUKOPUCTaHHS (DaiiIiB Mi>K cepBepamu.

36epiranns Ta oOMiH (aitiaMu Jyist MOOITTFHUX 1 BiAIalIEHUX KOPUCTYBAYIB.

[HTerparis 13 3aCTOCyHKaMU, 110 MOTPEOYIOThH (DAlJIOBUX CXOBHIIL.



Xix poooru — Yacruna 1
1. 3aitmite Ha mopTan Azure - https://portal.azure.com
2. CrtBOpIiTh IpyIy pECYpCiB, sika BKIIOYaTUME: BIpTyaidbHy Mepexy Nel
(HazBa Mepeki Mae MICTUTH Bamie mpi3Buiie), miagmepexxky Nel (subnet) 3
BipTyasibHOIO MamnHOoI0 Nel. (Homanox 1)
3. CrtBOpiTh 00JIIKOBHIA 3aMMKUC CXOBHINA AZure (Ha3Ba CXOBHIIA MA€E MICTHTH
Balle npi3puiie). 3aBantaxre (aitnu y File Shares.

Connet T Upload () Refresh ~+ Add directory Deleteshare & Changetier & Editquota A Give feedback

= Size £ Featwre status

SME protecol setting s

Puc. 1. CxoBumie nanux tumy File Shares

4. CtBopith Snapshots (3aimkn) 1iist SMB File Shares.

4 fileshare | Snapshots

44 Snapshots

Puc. 2. Snapshots (3nimku) nnst SMB File Shares
5. OTpuMaiite KIItO4 JjIsl BCTAHOBJICHHS 3B’ SI3Ky MK Markamu 3 (aitiamMmu Ha
JIOKaJIbHOMY JIMCKY Ta B XMapi (KJIF04 MOKHA 3aBaHTAXXKUTH 32 TOCUJIAHHSM: Storage
— Data Share — FileShare — Connect).
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Connect X

tsenko

Windows Linux macOS

To connect to this Azure file share from Windows, choose from the following
authentication methods and run the PowerShell commands from a normal (not
elevated) PowerShell terminal:

Drive letter

F4 s

Authentication method
O Active Directory or Microsoft Entra

) Storage account key

@ Connecting to a share using the storage account k
access. ing the Azure file share with the

identity of the user is preferred. Learn

sy is only appropriate for admin
tive Directory or soft Entra

$connectTestResult = Test-NetConnection -ComputerName
butsenkostoragefile.core.windows.net -Port 445
if ($connectTestResult. TcpTestSucceeded) {

# Save the password so the drive will persist on reboot

cmd.exe /C "cmdkey fadd:"butsenkostorage file.corewindows.net™
Juser:"localhost\butsenkostorage™
/pass:"EK+phs7EedpFEe8f4tNQ3cZ7xmZtv3wfa4a45WISIOBNTrRxMhpMJPFYU
v+PusrgCxEDUNVWIrW4+ASt/RYqDg=

# Mount the drive

MNew-PSDrive -Name Z -PSProvider FileSystem -Root
"\\butsenkostorage.file.core.windows.net\filesharebutsenko" -Persist
Jelse {

Write-Error -Message "Unable to reach the Azure storage account via port
445, Check to make sure your organization or ISP is not blocking port 445, or
use Azure P25 VPN, Azure S25 VPN, or Express Route to tunnel SMB traffic
over a different port.”

H

&

Puc. 3. T'enepariis ki1roda JJis1 BCTAHOBJICHHS 3B’ SI3Ky MIXK Iankamu 3 Qaiiiamu Ha
JIOKaJIbHOMY JIUCKY Ta B XMapi

6. IlepeitniTe Ha BM Ta BcTaHOBITH KJIt04 B 000s10HII1 PowerShell.

B VM1 - 51.144,17.133:3389 - Remote Desktop Connection

EX Administrator: Windows PowerShell
v P
Copyright ) ft Corporation. All rights re
- Net( t oveistoragedemo.file.core.

.TepTestSucceeded) {

Micro

Edge

Credential added s

Puc. 4. Incransuis kiao4a Ha BIpTyaJibHINA MaIInHi
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7. CtBopiTh aitn Ha BM 13aBanTa)kTe Horo y npueaHany namnky 3 gaiaamu.

8. IlepesipTe, 0 (aiinm Ha JOKaTLHOMY AUCKY Barioi BM cuaxponi3oBaHi
3 (haiimaMu y CXOBHII Azure.

Xin pooorn — YacTuna 2

1. CtBopith 00'ekT ShareServiceClient uepe3 connection string. [Hirianizyiite
o0'exT share client.

2. CtBopits File Share 3 Ha3Boto [Baiie npi3Buiie]labshare. Akiio Takuii Bxke
icHye — 00po6iTh BUHATOK ResourceExistsError.

3. CtBopiTh nupekrtopito [Bamie mnpi3Buiie]|labfolder y mexax File Share.
SIK1I0 Taka AMPEKTOPist Bike iICHYye — 0OpOOITH 1€ BIATIOBITHO.

4. 3aBaHTa)TE 5 JIOKaJIbHUX daiinis y JTUPEKTOPIIO
[Bamre mpizBuie]labfolder B Azure.

5. OtpuMmaiite chnucok ycix ¢aimiB Ta TManokKk y  JAUPEKTopii
[Bamre mpi3Buie]labfolder. BuBeniTe ixHi iIMEHa B KOHCOJb.

6. Buganite yci ¢aitnmu 3 xMapHoi aupekTopii. ko dain BiaCyTHIN —
00p0oOITh CUTYAIlIIO.

[TigroryiiTe 3BIT, KU BKIIIOYAE: 3HIMKH €KpaHa 3 pe3yJibTaTaMHu KpokiB 1-8
(qactuHa 1) Ta Kpoky KpokiB 4-5 (yacTuHa 2); JICTIHT Iporpamu; BIANOBIAI Ha
KOHTPOJIbHI 3alUTaHHS.

KoHTpoJibHI 3anIUTAHHA

1. IIMo take Azure File Share 1 siki MpOTOKOIH BiH MIATPUMYE ISl JOCTYITY JIO
(aiinip?

2. Y yomy BinmiaHicTh Mk SMB ta NFS npu Bukopucranni File Share?

3. SIki TUOU CXOBHI HIATPUMYIOTH 3HIMKHM (snapshots)? Jlis woro BoHHM
BUKOPHUCTOBYIOTHCS?

4. Sk cTBOpPUTH Ta MIAKIIOYMTH BipTyasibHy mamuHy Ao File Share uepes
PowerShell?

5. o BimOyBaeThCs MpHU CTBOPEHHI (aiiny y 3MoHToBaHOMY File Share nHa
BIpTYyasbHIN MalIuH1?

6. Hns yoro BukopuctoByeTbesi kiac ShareServiceClient y 6i6miorerri
azure.storage.fileshare?

7. SIkuM YMHOM MOXKHA OTpPHMAaTH CHUCOK YycCiX (ailimB y XmapHiid

TUPEKTOPIi?

12



Honanok 1

$grp="VMdemo"

$location="westeurope"
$vnetNamel="VNET1"
$subnetName1="SUBNET 1"

$vmNamel = "VM1"

# CREATE RESOURCE GROUP

az group create --name $grp --location $location

# CREATE VIRTUAL NETWORK

az network vnet create --address-prefixes 10.0.0.0/16 --name $vnetNamel --
resource-group $grp

# CREATING SUBNET

az network vnet subnet create -g $grp --vnet-name S$vnetNamel -n
$subnetNamel --address-prefixes 10.0.0.0/24

# CREATING VM1

az vm create --resource-group S$grp --name $vmNamel --image
MicrosoftWindowsServer: WindowsServer:2019-Datacenter:latest --vnet-
name $vnetNamel --subnet $subnetNamel --admin-username XXXX --
admin-password XXXX --size Standard B2s

13




Jlabopamopna poooma Ne3
CunxpoHi3zauis jokajabHOro cepsepa 3 Azure File Share 3a nonomororo
kommnoHeHTa Azure File Synch
Mera poOoru: 3100yTH HABUYKKM CTBOPEHHS pIIIEHHS CHHXPOHI3aIli
daitnoBux cepBepis 3 ogHuUM ciiibHUM Azure File Share.
3aBaanns
CTBOpUTH pIlIEHHSI CUHXPOHi3allii (ailioBUX cepBepiB 3 OJHUM CIHUILHUM
Azure File Share.
TeopernuHi BizomocTi
Azure File Sync — cepBic, 10 J03BOJSIE CHHXPOHI3YBAaTH JOKaIbHI
daiinosi cepepu 3 xmMapHuUM cxoBuieM File Share. OcHOBHI KOMITOHEHTH:
v' Storage Sync Service — pecypc y Azure, 0 KEPye CHHXPOHI3AIEIO.
v Sync Group — rpymna cunxpownizaii (Bkmouae ogun Azure File Share i oqun
abo OubllIe cepBepiB).
v' Azure File Sync Agent — KOMIIOHEHT, SIKHii BCTAHOBJIIOETHCS HA JIOKAIbLHHUN
abo xmapuuii cepsep (BM).

Azure File Sync nmosBosisie: poOUTH 3epKaibHy CHHXpOHI3AIl0 (haiiiB,
BUKOPHUCTOBYBaTH Azure SK pE3epBHE CXOBHUIE, 3MCHIIYBATH JIOKAJIbHE
HaBaHTa)KeHHsA yepe3 cloud tiering (He BUKOPUCTOBYETHCA Y 1aH1i JIaOOpaTOpPHiil)

Ha Bipryaneny wmamuny Windows Server mnoTpiOHO 3aBaHTaXWUTU
IHCTAAMIMHUNA TakeT 3 odimiiiHoro caity Microsoft. Ilicms BcTaHOBICHHS
BUKOHYEThCS: Registration — peectpariist cepBepa B Storage Sync Service. CepBep
3'sBnsgeTbesl B po3aim Registered Servers. lle mo3Boiisie Azure KOHTPOJIIOBATH
CUHXpOHI3allito (aiis.

Jlns cTBOpeHHS mpolierypu cuHXpoHizarlii (Sync Group) moTpiGHO CTBOPUTH:
Sync Group, Bkazatu Azure File Share (xmapna cropona), Ilpusnauntu Server
Endpoint — nokanbhuii nuck 1 nanky Ha BM. Server Endpoint Bu3navae: nuisx o
nanku (Hanpukian, D:\SyncFolder), mnomituky kenryBaHHS, mapameTpu
cunxponizamii. Ilicig nporo ¢aiiau aBTOMAaTHYHO TMEPENAOTHCS MIXK JIOKAJTbHUM
JTUCKOM 1 XMapHHUM CXOBHIIIEM.

[TepeBipky cuHXpOHI3aI1lii MOKHA BUKOHATH JBOMA criocobamu: 1) momatu
daiin Ha JokansbHUM AUCK — BiH 3’sBUThCA B File Share; 2) 3aBantaxkutu daiin y
File Share — Bin 3’siBuThCs Ha BM.
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CunHxpoHi3allisg BiI0YBa€ThCA Mailke MUTTEBO, 3QJICKHO Bl HABAHTAXKCHHS.
Xix podoru
1. 3aiinite Ha IopTast Azure - https://portal.azure.com

2. CTBOpITh TPYIy pecypciB, sKa BKJIIOYATHME: BIpTyalnbHy Mepexy Nel
(Ha3Ba Mepexi Mae BKIIOYATH Bamle Mpi3Buile), miaMmepexy Nel (sub-net) 3
BIpTyaJbHOIO MamuHOO Nel;

3. CtBOpiTH 0O0NiKOBUI 3anmuc cxoBuina Azure. 3aBanTaxTe ¢ainu B File

Shares.

4. Nonarite nuck 1o BM B Azure Resource Manager.

5. 3aiiniTh Ha BipTyadbHy MAIIMHY - JOJAHUM JUCK Ma€ CTaryc
«Unallocated». Buxonaiite «New simple Volume» — BusHaute miTepy, 1

Bindopmaryiite nuck (puc. 1). IlepeBipre, 10 HOBHIA JUCK 10AaHO A0 BM.

File Action View Help
LA Al 7 B B

ﬂume | Layout | Type File System Status | Capacity Free Spa... | % Free
= § New Simple Volume Wizard X 99 MB 100 %
- .09 GB 8%
- Format Partition 157568 92%

To store data on this partition, you must format it first

Choose whether you wart to format this volume, and f so, what settings you want to use.

() Do not format this volume

(®) Format this volume with the following settings:

File system: NTFS ~
= Alocation unit size: Default ~ i
- Volame e 1
182 Perform a quick format ‘1’::':;‘5; F*(JFF-I)’S
On [ Enable file and folder compression tion) Healthy (Beot, Crash Dump, Primary Partition)
Ea < Back Next > Cancl
Online Healthy (Page File, Primary Partition)

= Disk 2 - |

Basic

3.98 GB 3.98 GB
Online Unallocated
= CD-ROM 0 ’

B Unallocated B Primary partition

Puc. 1. ®opmaryBaHHs n0/1aHOr0 AUCKY HAa BM
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6. Ha BM -

Binkmrounth IE  Enhanced Security Configuration,

BUKOpUCTOBYiTE Server Manager (puc. 2).

— e i
Computer name VM1

Workgroup WORKGROUP

Today at 1:34 PM

Tl Internet Explorer Enhanced Security Configuration

Internet Explorer Enhanced Security Configuration (IE ESC) reduces the
exposure of your server to potential attacks from Web-based content.

Vindows Defender Fire

nanagement
Internet Explorer Enhanced Security Configuration is enabled by

Remote Desktop defauit for Administrators and Users groups.

Install upd, automatically using Windows Update
Today at 11:28 AM

Unknown

Settings

Unknown

NIC Teaming e {UTC) rdinated Universal Time
Administrators: T t 1D Unknown
& O on (Recommended)
(]
Opera e & ®of

Hardware

Users:

@ (O on (Recommended)

@ @off

EVENTS

All events | 4 total TASKS ¥
- More about Internet Explorer Enhanced Security Confiquration
Filter v

Cancel -

Server Name 1D pte and Time

VM1 1002 Error Application Hang Application  9/10/2024 1:32:15 PM

VM1 56 Error Application Popup

System 9/10/2024 1:07:56 PM

Puc. 2. Binkmouenns [E Enhanced Security Configuration na BM

7. B Azure Resource Manager, ctBopiTh pecypc Azure File Synch.
8. 3aBaHTaXTe 3 IHTEpHETY KOMIIOHEHT JyIisi cuHXpoHizamii (Azure File

Synch Agent). Download Azure File Sync Agent from Official Microsoft Download
Center

9. BukoHaliTe 3aBaHTAXXECHHSA Ta BCTAHOBJIEHHA KoMIOHEHT Azure File
Synch Agent na BM.

10. Posropuits komnoneHT Azure File Synch Agent na BM.
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Choose a Storage Sync Service

Azure Subscription

Azure subscription 1 5

Subscription ID:  fb666b7d-7778-420f-a041-cac5d45406b2

Resource Group

demo

Storage Sync Service

soloveifilesync v

+  Your Storage Sync Service is enabled for managed identities.

To proceed with server registration, click Register.

Register

Registration successful!

¥ File share authentication mode: Managed identities

You can now use PowerShell or the Azure portal to configure sync.

Network connectivity test

¥ Passed. You are all set. (Report

Puc. 3. Posropranns komnonenty Azure File Synch Agent na BM




11. 3apeecTpyiite cepBep, nmepeBipTe, 10 ceprep 3 iM'sM Bamoi BM nogano
1o pecypey Azure File Synch/Registered servers (puc. 4).

ome > Microsoft.StorageSync-20240910164630 | Overview > filesynch

'3 filesynch | Registered servers
Storage Sync Service

@ Adter finishing the agent install, use the server registration utility that opens to ragister the server to this Storage Sync Service. Leam more

To register a server:
@ Download the Azure File Sync agent and install it on all servers you want to sync.

Server Name 4. State T Type Ty Operating System 1y Agent Version Ny Lastseen

& Locks VM1 @ Online Server ‘Windows Server 2019 182 9/10/2024, 5:22:45 PM

~ syne
@ sync groups

B Registered servers

Puc. 4. 3apeecTpoBanuii cepBep pogaano 10 kommoHnenta Azure File Synch Agent B
Azure Resource Manager

12. B Azure miardopmi CTBOPITH MPOIEAYypPY CHHXPOHI3allii, BUBHAYTE TUCK
Ha Bamiii BM, naHi Ha sxomy OyyTh CMHXpOH130BaHO 3 Azure File Share. 3B’ sxiTh
JIOKJIbHUI cepBep 31 cxoBuileM Azure (puc. 5).

= Microsoft Azure £ Search resources, services, and docs (G+/) I O Copilot -

L syncdemo & -
Ia oo

8 Delete syncgroup () mefresh 27 Give feedback

ia Overview
Cloud endpoint

Monitoring

File share name Storage account Provisioning state Change enumeration [

@ Frovisioned Complete on 57102024
553116 PM

Server endpoints
+ Add server endpoint
Server name + path Health Persistent sync errors Upload to cloud Download to server
B M1 +F @ Healthy D @ complete on 9/10/2024 910/
606:19 PM

Puc. 5. CtBopeHHS nporieypy CHHXPOHI3aIlii.

13. TlepeBipte, mio (aitiu Ha JOKaTbHOMY JUCKy Bamiii BM
CUHXPOHI30BaHi 3 ¢aiijiaMu B CXOBHILE AZure.

14. Tligrotyiite 3BIT, SIKWW BKJIFOYAE: 3HIMKU €KpaHa 3 pe3yJbTaTaMu KPOKiB
11-13; BiaMIOB1A1 HA KOHTPOJIbHI 3alTUTAHHS.
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15. Buganite BCi CTBOPEH1 peCypcH — y HACTYMHI MOCTIAOBHOCTI — CEpBEP
CHUHXPOHI3aIlll, MPoLeaypy CUHXPOHI3allii, BC1 1HII pecypcH.

KoHnTposabHi 3anuTanHs

1. Ywum Bipi3HAIOTECA snapshots BiJl MOBHOILIHHUX PE3EPBHUX KOITiH?

2. Sk mparroe qoctyn A0 nomnepenHix Bepceii daitnis (Previous Versions) y
SMB-1epinry?

3. Sxi mepeBaru minxoxy “Lift and Shift” mig wac mirpamii ¢aitnoBux
cepBepiB y xmapy?

4. 'V sxux Bunankax Lift and Shift-mirpariist He pekoMeHIy€eTbCS 1 YOMY?

5. SIxi oOmexxeHHs icHytoTh Y Azure File Share nist SMB-nipotokoiy?

6. Sx Python SDK no3Bonsie mpairoBatu 3 Azure File Share: ctBopenHs
daiiniB, manok i snapshot’i?

7. Sxi BigmiaHocTi Mixk File Share ta Blob Storage B Azure 1151 cueHapiiB 3
SMB?

8. Sk B11OyBa€eThCS CHHXPOHI3allid cepBepiB 3a gornoMororo Azure File Sync
Agent?

9. o take Cloud Tiering y Azure File Sync 1 sik BoHO mpaiitoe?

10. Sk 3a6e3ne4yeThCsl KOHCUCTEHTHICTh JAHUX MIXK JIOKAJIbHUM CEPBEPOM 1
Azure File Share?

11. SIxi1 meTpuku BaxksiuBo MoHiTopuTH y File Sync-indpactpykrypi (latency,
sync status, journal size To1110)?
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Jlabopamopna poooma Ned
ABTOMATH30BaHI IpouecH 1Jis podoTH 3 NOBiZOMIIeHHAMH 3 Azure Queue
Storage

Mera poOoru: Po3pobutu aBTOMAaTH30BaHMU Tmporec, sKui Oynae
nepioAuvHo mepeBipaT Azure Queue, 3UYMTYyBaTH MOBITOMIICHHS, 30epiraT ix y
Azure Blob Storage, a moTiM BUAAIATH MOB1IOMJICHHS 3 YEPTH.

TeopernuHi BizomocTi

Azure Table Storage — 1ie Hepemsriiine NoSQL-cxoBwuiie, ke miaTpUMye
30€peKEHHS BEIUKHUX OOCSTIB CTPYKTYPOBAaHUX JAaHUX Yy BUIIAAI Tabmuib. Koxen
3amuc y Tabnmuii HasuBaeThes Entity (cytHicTh). CyTHICTP HE Mae (PiKCOBAHOI
CXeMH, TOMY BOHa MO>X€ MICTUTH JOBUIbHY KUIBKICTh MOJIB, 110 poOuTh Table
Storage THyuykuM Ta €(GEKTUBHHM JJIsi PO3MOJAiIeHUX cucteM. OO00B’SI3KOBUMU
enemeHTamu cyTHOCTI € PartitionKey, RowKey 1 Timestamp.

PartitionKey Bu3Hauae JOTIYHUN PO3MOAUT NAHUX MDK MAPTULIAMH. YcCi
cyTHOCTI 3 ogHakoBuM PartitionKey ¢hizuuno 30epiratoTbesi pazom, 110 3abe3neqye
IIBUAKUA JOCTYyn A0 TPYNH MOB’S3aHUX JaHUX. BiJg mNpaBUiIBHOrO BHOOPY
PartitionKey 3anexuTh MacimTaboBaHICTh Ta MPOAYKTHBHICTH 3amuTiB. RowKey
CIIYT'Y€ YHIKaJIbHUM 1JIEHTU(]PIKATOPOM CYTHOCTI BCEPEIMHI KOHKPETHOI MapTHIIIi.
Pazom PartitionKey + RowKey dopmytoTh yHIKadbHUN KIIOY 3alUCy, aHAJIOT
MEepBUHHOTO KJtoua B pensniiinux bJ[. Timestamp — cucremMHa BIacTUBICTb, siKa
ABTOMAaTUYHO OHOBIIIOETHCS TPH 3MIHI CYTHOCTI Ta BHUKOPHUCTOBYETBHCS ISt
MeXaH13MiB perutikailii. [Hi nojst CyTHOCTI Ha3uBaroThesa Properties; BOHM MOXYTb
MICTUTH Pi3HI TUIU JaHUX 1 POPMYIOTh THYUYKY CTPYKTYPY TaOIHII.

Azure Table Storage miarpumye npocty W epeKTUBHY MOJENb TOCTYIy A0
nanux. HalmBuammmu € toukosi 3anmutu (Point Queries), sKi BUKOPHCTOBYIOTH
noBHUK yHIKanbHUM Kiou: PartitionKey ta RowKey. Takuil 3anut 3aBxau
NOBEPTA€E HE OUIBINE OJHIET CYTHOCTI Ta BUKOHYETHCS 3 MIHIMAJIBHOIO 3aTPUMKOIO.

Jiana3zonni 3anuti (Range Queries) q03BOJISIIOTh OTPUMATH BCl CYTHOCTI B
Mexax omHoro PartitionKey, ane 3 ¢inpTpom mo RowKey, nanpukinag RowKey >
"100" AND RowKey < "500". BoHu mumpoko 3aCTOCOBYIOThCS Jisi BUOIPOK 3a
9acoM, 1HJIEKCOBAaHMMHU 3HAUCHHAMH 4YM 30epiraHHsM Mofiil y mopsaky. Table
Storage Takox miaTpumye GuIbTparito 3a Properties, oqHak HallePEKTUBHIIIUMHU €
came (inpTpH, 1m0 HakmagaroThes Ha PartitionKey abo RowKey, ockinbku BoHU
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BUKOPHUCTOBYIOTh 1HJEKcalio. DiapTpallis 3a IHIIUMH TOJISIMHU MOXE BUMaraTu
ckanyBaHHs 4acTuHU Ta0Oiuii. CopryBanHs B Table Storage oOmexeHe: maHi
BCEpEIMHI MAapTHIlii aBTOMATHYHO BIOPSAIKOBYIOThCS 3a RowKey, Tomy
KOPUCTYBa4 MOXKE€ OTPUMYBATH PE3yJIbTaTH y BXKE BIJCOPTOBAHOMY BHTJISII, alie
J0JTaTKOBE CEpBEPHE COPTYBAHHS HE IMiITPUMYETHCS.

Azure Table Storage edeKTHBHO BHUKOPHUCTOBYETBCS Yy CIICHApPIAX, e
NOTpiOHE BUCOKOMPOJIYKTUBHE MacIITaOOBaHE CXOBUIIE [JISi BEJIMKUX OOCSTIB
CTPYKTYPOBaHUX, ajie¢ HE PEIAIIMHUX TaHUX. 3aBISIKU THYUYKiH cxemi 30epiraHHs
BIH J100Ope MiAXOAUTH Il TeJIeMeTpii, JOTyBaHHS TOJiM, 30epeXeHHsS CTaHIB
00poOku manmx, KoH(pirypamiii Ta moBimHuKiB. Posmomin manux 3a PartitionKey
JI03BOJISIE MATPUMYBATH BUCOKI HABAHTAKEHHS Ta TOPU3OHTAIbHE MAcIITa0yBaHHS.

CepBic 4acTO BUKOPUCTOBYETHCS B apXITEKTypax 3 MIKPOCEpBICAMH, 1€
KOXEH CEepBIC MOKe 30epirati BJIACHI CYTHOCTI y Tabmuill 31 crenudigHoio
cTpykTyporo. Table Storage serko iHTErpyeTbcsi 3 I1HIIMMHU cepBicamMu Azure,
takumu sk Azure Functions, Logic Apps, Event Grid. Hanpuxnan, ¢yHkiis moxe
0o0poOJsATH BX1JIHI JAaHi U 3anucyBaTH pe3ynbTar y Table Storage, abo HaBmakum —
pearyBaTH Ha 3MiHM y TaOJMIl. 3aBIsSKHM HU3bKIM BapTOCTI Ta BUCOKIM IIBUIKOCTI
onepauiii Table Storage € onTuManbHUM PILIEHHSIM 1JI1 cUCTEM MOHITOpUHTY, [0T-
wiatopM, SKypHaIIOBaHHS Ta 30epiraHHsS BEJIMKOI KUIBKOCTI  JpiOHMX
CTPYKTYpOBaHUX 3aIHCIB.

3aBaaHHsA
Yacruna 1. Pob6orta 3 Logic App.
Yacruna 2. [Iporpamua peamizaris Ha Python.

Xix pooorun
1. 3aiinite Ha moptan Azure — https://portal.azure.com
2. CtBopith Azure Logic App 3 Tpurepom "When there are messages in the
queue" (TosiBa MOB1IOMJICHHSI B 4ep3i).
3. Hanamryiite Logic App Ui 3UUTyBaHHSI IOBIJOMJICHHS 3 UEPIH.
4. [opnaiite nito, sika 30epirae BMICT MOBIAOMIICHHSI Y HOBHM (haiin y Azure
Blob Storage.
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o [

Logic app designer

[

Puc. 1. IIpouec B Logic App, AJis OTpUMaHHS MMOBIJOMJICHD 3 YEPTH Ta
30epexenns y Azure Blob Storage

5. Hanawmryiite Postman (a0o 1HIIMII 1HCTPYMEHT) ISl HaJACHIIAHHS
TECTOBOI'O MOB1IOMJIEHHS JI0 YEPT'H.

6. IlepeBipte, 1m0 NoBigOMIEHHS 13 yepru 30epiraeTbesi y Blob Storage ta
BUJIAJIIETHCS TICTIsT 0OPOOKH.

u Create blob (V2) H

(R submitfom ths cton

ReadFileMetadataFromS erver

Puc. 2. Ycnimno Bukonanuii ipouec B Logic App

7. Hanmumnits nporpamy Ha Python, sxa:

a.Iligkmrouaerbest 10 Azure Storage 3a JOMOMOTOI0 psJiKa MiIKITFOYEHHS
(Connection String).

b.KoxHi 10 cexyn nepeBipsie uepry myqueue Ha HasiBHICTb HOBUX MOBIIOMIIEHb.

c.SIK1110 MOB1IOMJIEHHS 3HANJICHO:
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d. 3unTye TEKCT MOBIJOMIICHHS.

e.CTBOpIoe TEKCTOBUU (ailn 3 yHIKaIbHUM IM’SIM (HalpHUKIad, message-
<uuid>.txt) Ta 3aBaHTa)XXye HOTO y KOHTEHHEp container2messages.

f. Bunasnse moBiqOMIICHHS 3 UEPTH MICIIST 0OPOOKH.

g. SIK11o0 moBiIoMJIeHb HeMa€e — MPOCTo ovikye 10 CeKyH/I 1 TepeBipsie 3HOBY.

8. IligroTyiiTe 3BIT, SIKWM BKIIIOYAE: 3HIMKM €KpaHa; MporpaMy; BiAMOBiAlI Ha
KOHTPOJIbHI 3alUTaHHSI.

9. Bunanite BCi CTBOpPEHI1 pecypcH — y HACTyIHI HOCTIAOBHOCTI_— cepBep
CHHXPOHI3aIli1, IpoLeaypy CUHHXPOHI3aIlli, BC1 1HII PECYPCH.

KoHTpoJibHI 3a1MTaHHA

1. Sxi ocHOBHI XapakTepuctuku Azure Queue (po3mip MOBITOMIEHHS,
KUIBKICTh Yepr, TUITH 4epr)?

2. Sy crpykrypy mae Message y Queue Storage Ta siki 0OMEXEHHs
HaAKJIaJIAF0THCS HA Oro BMICT 1 po3Mip?

3. Sk mpaitoe MexaHni3M visibility timeout miciisi OTpUMaHHS MOB1AOMIICHHS
3 uepru?

4. 'V yomy pizuuus Mmix Peek Tta Dequeue omeparnisimu B Azure Queue
Storage?

5. Sxi mnepeBaru BuxkopuctaHHs Azure Logic Apps s oOpoOku
noBioMieHb 3 Azure Queue Storage?

6. Sxuii Tpurep BUKOPUCTOBYeTbcs B Logic Apps ajis aBTOMaTU4YHOIO
3UYUTYBaHHS HOBUX TOBIJOMJICHD 3 Uepru?

7. Sk MOHa peaiizyBaTh 0OpoOKy MOB1IOMIIEHb Y LUK B Logic Apps npu
BEJIMKOMY MOTOIll JaHUX?

8. 1o BinOyBa€eThCS 3 MOBIAOMIICHHSIM MICIs TOTO, sIK Logic App ycmimHo
fioro omnpaifroe?

9. Sk nanamryBatu error handling y Logic Apps npu BUHUKHEHH1 TOMUJIKA
1111 Yac 0OpOOKH IMOBIJOMIICHHS 3 Yepru?

10. SAxy 616mioTexy Python BukopuctoByeThes uist podotu 3 Azure Queue
Storage, Ta sk ii BCTAHOBUTH?

11. SIx cTBOpUTH KIIEHT AJiA yepru 3a gonoMororw QueueServiceClient ab6o
QueueClient?
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Jlabopamopna poooma Ne5
Onrumizanis nocrymy no nanux y Azure Table Storage

Mera poGoru: O3HAOMUTHCH 13 MpPUHIUNAMH TMOOYAOBU €(GEKTUBHOI
CTpykTypu Tabmuis y Azure Table Storage, mporectyBatu Tpu pi3HI CTparerii
30epiranHs, BUKOHATH 3alUTH Ta MPOAHAI3YBaTH iX MPOIYKTUBHICTb.

TeopernuHi BizomocTi

Azure Table Storage — e NoSQL-cxoBumie tumy key-value, ontumMizoBaHe
JUISI MaciTabOBaHUX 1 BHUCOKONMPOAYKTHBHUX OIEpaliidi YUTaHHS Ta 3aIucy.
Tabnui B Azure He MaroTh (iIKCOBAHOI CXEMU: KOKEH 3amuc (entity) Mo)ke MICTUTH
cBiil HaO1p BnacTuBOCTEH. KiTFOUOBI €1IEMEHTH CTPYKTYpH:

PartitionKey — Bu3Hauae JOTIYHUI pO3MOALT JaHUX Ha maptuii. [aHi 3
pizaumu PartitionKey M0OXyTh po3MilllyBaTUCS Ha PI3HUX (I3UYHUX By3JaxX.

RowKey — yHikanpHuUll KIIt04 BCepeauH1 NapTHLIIi.

PartitionKey + RowKey — yHiKanpHUN CKJIaJ€HUA TEPBUHHUN KITIOY
CYTHOCTI.

Timestamp — cucTeMHe 1oJe, sike Azure OHOBIIIOE aBTOMATHYHO.

Bin  cTpykTypu  KIIOYIB  3aJ€XKUTh  NPOAYKTHBHICTH  3aIMTIB,
MacITaboOBaHICTh Ta BapTICTh OMEparliil.

Ockinbku Azure Table Storage € macimradoBanum NoSQL-cxoBuiieM, Bij
MPaBUWIBHOI CTPYKTYPH KITFOUIB 3aJI€KUTh IBUJIKICTh OTIEPaIii.

Y naGopaTopHiii BUKOPUCTOBYIOTHCS TPU MOIYJISIPHI CTPATETii:

1. Crpateris ontumizoBaHa JJii YUTAHHS ONTHUMI3y€E: IIBUAKI TOYKOBI
3anuti (Point queries), MOIIyK KOHKPETHOrO 3aMoOBJIeHHs KiieHTa. [lepeBaru:
MiHiMaibHa 3aTpUMKa Tpu BUOIpIll OHOTO 3anucy. JIoriyHe TpymyBaHHs JaHUX 32
KJIIEHTOM crpoIlye 3BiTHICTh. Henoniku: HemoxmBo epekTuBHO (BiabTpyBaTH 3a
XPOHOJIOTI€10 6€3 T0JaTKOBUX 1HICKCIB.

2. Crparteris "ckiaieHl KIOYl JUIs J1alma30HHOTO YWUTaHHS" JO3BOJISIE:
poOuTH epeKTUBHI range queries (1Mo AaTax), BAKOHYBaTU copTyBaHHs 1o RowKey
(nmekcukorpadiune). [Ipuknan: Azure Table Storage 30epirae psaku B HOPSIKY
RowKey, Tomy komOinoBanuii kimod YYYYMMDD orderID  no3Bossie
OTPUMYBATHU BCl 3aMOBJICHHS KJIIEHTA 32 KOHKPETHUM MicAllb a00 1mepiof], YHUKATH

MOBHOTO CKaHYBaHHS TaOJIMIII.
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3. Crpareris "Entity Duplication (/{yOntoBanHsi cyTHOCTEH)" CTBOPIOE JIB1
KOITii OJTHMX 1 THX CaMHX JaHUX, Ii¢ Ki1acuaHuii NoSQL-miaxia, Kojau oauH 1 TOH
caMMM TOKYMEHT 30epiraeTbes y IBOX BUJIaxX, 1100 ONTHUMI3YBaTH JOCTYII 13 PI3HUX
HanpsMkiB. [lepearu: [lIBumki 3anutu 1 3a order_id, 1 3a customer_id. YHUKHEHHs
JOporux ormnepaiiii ckanyBanHa. Hemomiku: Jlani ayOnrol0ThCs — MOTPIOCH
KOHTPOJIb consistency mpu OHOBJICHHSIX.

3aBaanns

1. TIlepeitmite Ha muardpopmy Kaggle Datasets. 3aBanTaxre Oyab-sKHii
CSV-daiin, mo MICTUTH, JaHI TPO TpaH3aKIlii, 3aMOBJIEHHS a00 KIIIEHTIB.
Hamnpuknan: E-commerce Data, Online Retail. O6epiTs He menme 1000 3anucis aiis
TECTyBaHHS.

2. OO06epith 3 ¢aiiny HacTynHi noss (abo moaioH1 10 HUX): customer id,
order id abo transaction_id, order date, amount a6o total price.

3. CrBOpiTh TpH TAOIMIN 3 PI3HUMH CTpPATETISIMU 30€piraHHs

3.1. nnsa edpexktuBHoro untanusa (Read-efficient design) - BuUKOpucTOBYyiiTE
PartitionKey = customer id, RowKey = order id.

3.2. Compound Keys — BUKOpHCTOBYITE

PartitionKey = customer _id

RowKey = order date order id (manpuxnazn: 20230901 order001)

3.3. Entity Duplication — BUKOpucToByiiTe

PartitionKey = customer id, RowKey = order id

PartitionKey = order id, RowKey = customer id

4.  Jlns KokHOT TaOIuIll BUKOHAWTE:

4.1.Toukoswuit 3anuT (Point query):

PartitionKey eq 'customer 1'and RowKey eq 'order 123'

4.2 Jliamazonnuii 3anut (Range query):

PartitionKey eq 'customer 1' and RowKey ge '20230901' and RowKey le
'20230930' (mmst Compound Keys)

5. 3anoBHITH TaOIUIIO
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Tadannda Tun KinbkicTh Yac BUKOHAHHSA
3aluTy pe3yJIbTaTIB (cex)

Read-Efficient Point
Read-Efficient Range
Compound Keys | Range

Entity Point
Duplication (order)
Entity Point (user)
Duplication

6. [ligroryiite 3BIT, skuid BKItoyae: CSV-daiin, skl BUKOPUCTOBYBABCH.
Kon wa Python 3 immoprom, 3amucom 1 3amutamu. TaOiuiro 3 pesyiabTaTaMu
BUMIpPIOBaHb yacy. BiAmnoBial Ha KOHTPOJIbHI 3aITUTaHHS.

7. Bunanite BCi CTBOpPEH1 pecypcH.
KoHTpoJibHI 3an1MTaHHA

1. Ska crparteris 3a0e3neunsia HAMIBUAIINNA TOUKOBHUH 3anuT? Yomy?

2. JIns 4oro BUKOPUCTOBYIOTBHCS CKJIaJeHl Kioui? Ky mnepeBary BOHH
ArOTh?

3. SIxi mepeBaru 1 HeAOIIKH TyOItOBaHHS CYyTHOCTEN?

4. Yomy B Azure Table Storage BaxxinuBo mpaBuiibHO BuOupatu PartitionKey?

5. SIki oomexxenHst Mmae Table Storage npu dinbTpariii gaHuX?
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Jlabopamopra poboma Neb
Po6ota 3 Azure Cosmos DB for NoSQL

Meta po6oTu: 3100yt HaBuku podoTtu 3 Azure Cosmos DB 3a nonomororo

moBu3anuTiB SQL 1 kimienTchkux 6i6morek mist .NET, JavaScript, Python i Java.
TeopernuHi BizomocTi

Azure Cosmos DB niaTpumye 1m’siTh piBHIB Y3rOJKEHOCTI], 110 JO3BOJISIOThH
OalaHCyBaTH MDK TOYHICTIO JaHMX, MPOJYKTUBHICTIO Ta 3aTPUMKOIO: Strong,
Bounded Staleness, Session, Consistent Prefix Ta Eventual. Bubip piBHs
y3roJIKEHOCT1 BU3HA4Ya€, HACKIJIBKU aKTyalbHUMU OYyJyTh JaHI, sIKI YMTAE KIIEHT
MICJIs 3aMKCy, OCOOIUBO B II100ATIEHO PO3MOIIJICHUX CUCTEMaX.

Strong Consistency rapaHTye HaWBHUIIUA piBEHb — YCI UYHUTaHHS
B11I0yBaIOTHCS 3 MOBHOIO CHHXPOHI3AIIEI0 JaHUX Y BCIX pEIUTiKax, 110 3a0e3neuye
noBeAiHKy, aHanoriuny ACID-cucremam. OnHak el pekuM 30UTbIIIYE 3aTPUMKY
Ta 3HWXKYE JOCTYIHICTb Yy MYJbTU-PETIOHANBHUX KOH(pirypamisx. Bounded
Staleness 103BoJIsI€ YnTa4eBl OAYUTH JaH1 3 KOHTPOJIHOBAHOIO 3aTPUMKOIO (32 YaCOM
ad0 KUIBKICTIO omepauii), 3a0e3nedyroud OajaHC MDK TOYHICTIO  Ta
POIYKTUBHICTIO. Session Consistency € pexkMMOM 3a 3aMOBUYBaHHSM 1 3a0e31euye
CeMaHTHKY read-your-own-writes y Mexax OKpeMoi KJIIEHTCHKOI cecii, 1110 poOuTh
foro onTuManbHUM Uit OUIbIIOCTI Oi3Hec-ciieHapiiB. Consistent Prefix rapantye
MpaBUJIbHY MOCIIIOBHICTh 3aIKCIB, ajie He iX akTyanbHICTh. Eventual Consistency
3a0e3neuye MaKCUMaJIbHY MPOAYKTUBHICTH 1 MIHIMAJIbHY 3aTPUMKY, ajileé YATAHHS
MOK€ TUMYACOBO MMOBEPTATH 3acCTapiiil IaHl, IO TPUUHATHO AJIsl TeIeMeTpii, JOriB
Ta 1HIIMX HEUYTIUBHUX JIO HETAWHOT TOUHOCT1 CHCTEM.

Cosmos DB mnporoHye /1Ba OCHOBHI PEeXUMHU KEpPYBaHHS pecypcaMmi, IO
BU3HAYAIOTh, SK CIIOXUBAIOTHCS W OIJIAYYIOThCS OOYMCIIOBAIBHI PECYPCH:
Provisioned Throughput Mode ta Serverless Mode.

VY Provisioned Throughput Mode kopuctyBau 3amae Hamepel KUIbKICTh
Request Units (RU/s), noctynHux ajis KoHTeitHepa abo 6a3u nanux. [{e 3abe3neuye
rapaHTOBaHy NPOAYKTHBHICTb 1 mepeadadyBaHy 3aTpUMKy. Takuil pexum
ONTUMAJILHUM 111 CTaOUIbHMX a00 BHUCOKOHABAHTAKEHUX CHCTEM, HaIPUKIIA]
OHJIalH-MarasuHiB, (PIHAHCOBUX CEPBICIB a00 MIKPOCEPBICIB 13 MOCTIHHUM MTOTOKOM
3anuTiB. HeponikaMu € moTeHIlIiHA MieperuiaTa B IePioi HU3bKOTO HaBaHTaXEHHSI

Ta HEOOX1HICTh TUTaHyBaHHs NoTpiOHOTO RU-MiMmiTY.
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Serverless Mode — 11e cnokuBailbka MOJIEIb OIUIATH, 3a AKOI PECypCcH He
pEe3epBYIOTBCS Halepen, a omulara BigOyBaeTbes Jjumie 3a ¢aktuudi RU,
BUKOPUCTaHI 3amuTaMu. PeXuM 1ealbHO MIAXOJUTh IS HEPETyJSIpHHUX,
HerepenOadyBaHuX a00 HU3BKOAKTUBHHUX pPOOOYMX HaBaHTaXEHb, TaKUX SK
HEBEJIMKI BeO-CepBiCH, MPOTOTHUIIH, TECTOBI CEPEIOBHIIA, CepBepless-apXITEKTypH.
[Ipore mpu BHUCOKMX 1 CTAOUIBHUX HABAaHTAXXCHHSIX BIH MOXXe OyTH 3HAa4YHO
TOpoXKuuM TopiBHsIHO 3 Provisioned Throughput.

Cosmos DB BuKoprCTOBYE MEXaH13M CEKI[IOHYBaHHS /ISl MAaCIITA0yBaHHS SIK
o0csTy TaHuX, Tak 1 MPonycKHOi 31aTHoCTI. JIoriuna cekiis (logical partition) — 11e
rpyna JOKYMEHTIB, III0 MAalOTh OJHaKoBe 3Ha4eHHs Partition Key. Jloriuna cexiis
BU3HAYA€ JIOTIYHE PO3OUTTS JaHUX Ta € OJuHuIet0 TpaH3akiii B Mexax ACID-
onepauiid. JlaHi BcepeIrHi JIOTTYHOI CEKLIi MOXYTh B3a€EMOMISATH Y MEXaxX €IUHOT
TpaH3aKIIii, TOJ1 K KPOC-CEKIIIIH1 TpaH3aKIlii 0OMeKeH.

®dizuuna cekiis (physical partition) — e gaxkTuunuii 6710k 30€piraHHs Ta
o0UHCITIOBAIbHUX pecypciB, Ha skl Cosmos DB posnoainsie noridni cekiii. OaHa
¢d13uyHa CeKIlisi MOXe MICTUTH Oarato JIOriyHuX cekiiil. CucremMa aBTOMaTUYHO
CTBOPIOE HOBI1 (hi3WUHI CEKIii TPU 3POCTAaHHI 00CATY JaHUX a00 HAaBAHTAXKEHHS, 110
3a0e3neuye ropu3OHTalIbHE MacluTa0yBaHHs 0€3 BTpydaHHs KopucTyBauda. BuOip
epexktuBHoro Partition Key € KpuTHYHMM 1 BIUIMBaE Ha PIBHOMIPHICTH
HaBaHTAXXEHHS, YHUKHEHHS Tapsunx cekuiil (hot partitions) 1 onTumanbHe
BukopuctanHs RU. JloOpe mimiOpanuii K104 TOBMHEH MaTU BUCOKY
KapJMHAJIbHICTh, PIBHOMIPHHUI PO3IMOALI Ta BPaXOBYBATH THUIl OCHOBHUX 3aIUTIB.

3aBaaHHsA

1. Posropuytn Cosmos DB Emulator (https://learn.microsoft.com/en-
us/azure/cosmos-db/emulator).

2. 3aBaHTAXUTH JSON file 3a MMOCHJIAHHSAM
(https://;sonplaceholder.typicode.com/users )

3. 3a 1onoMororo oaHiel 3 KIEHTCHKUX 010/110TEK:

a. crBoputu 6a3y nannx Cosmos DB Ta koHTelHeD.

b. 3aBanTaxxut JSON 10KYMEHT; BU3HAUTE KJII0Y KOHTEHepa.
c. BuKoHatu SQL 3anuTu:

v’ 4uTaHHA 3 QIIBTPOM.

v OHOBJICHHS 3HAYE€HHS BJIACTUBOCTI.
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v Busnauuntu Kinbkicts O3/c, ki 3Ha00MIUCEH U1 KOXKHOTO 3aIlUTY.
4. TligrotyiTe 3BIT, SIKHW BKJIIOYAE: mporpaMy. TaOnuIo 3 pe3yibTaTaMu
03/c, s1K1 3HaIOOMIKUCH JJISI KOKHOTO 3aMuTy. BiAMOBII1I Ha KOHTPOJIBHI 3alTUTaHHS.

KoHTpoJibHi 3aniuTaHHSA

1. Yomy piBers Strong Consistency 3a0e3nedye HaWBHUIY Y3TOIKEHICTD,
ajie BIUTMBA€E HA MPOIYKTUBHICTD 1 II100aJIbHY JOCTYIHICTH?

2. V sxux cueHapisix nomiibHO BukopuctoByBatu Eventual Consistency, i
K1 PU3UKH 11€ CTBOPIOE JJISI YUTAHHS JTAHUX?

3. o o3nauae BiacTuBicTh read-your-own-writes 1 A SIKHX pIBHIB
y3TOJIKEHOCT1 BOHA TapaHTy€eThCA?

4. 'V yomy mnojsirae cyth pexumy Provisioned Throughput Mode, 1 sk
BUMIPIOETHCS MpOMyckHa 31aTHIcTh Cosmos DB?

5. Sxi mepeBarr Ta HEOJIIKM BUKOPUCTaHHS 3a3JalieTib BUILJIEHOTO
nponyckHoro pexumy (Provisioned Throughput) ns ctaGimbHUX HaBaHTaXEHb?

6. Sk mpamroe Serverless Mode, 1 B sIKUX BHUMNaAKaX BIH € ONTUMAIbHUM
BUOOpOM?

7. UYomy Serverless Mode moke OyTu JOpOKYIUM JJIsi BUCOKUX MOCTIHHUX
HaBaHTaXKeHb MOPiBHIHO 3 Provisioned Throughput?

8. o take RU (Request Units) 1 ik iX CHOKHUBaHHS BIAPI3HAETHCA MIXK
IIUMH JBOMa peKuMamu?

9. o take noriyHa cekuis (logical partition) 1 siky posib Bifirpae Partition
Key?

10. Y doMmy mnoJirae BIAMIHHICTh MiX JIOTIYHOIO Ta (HI3UYHOIO CEKIIEI0
(physical partition)?

11. SAxum unnom Cosmos DB aBTomaTnuHO MacmtaOye (hi3uyHi CeKuli mpu
30UTbIIIEHH] 00CATY TaHUX a00 HABAHTAXKEHHS?

12. SIxi kputepii cnij BpaxoByBaTu Mmija yac BUOOpy edextuBHOro Partition
Key?

13. Slxi ocHOBHI 00’€KTHM CTaHOBJATH iepapxito SDK azure.cosmos
(manpuxnan, CosmosClient, Database, Container) i1 Ky poJib BUKOHY€E KOXEH 13
HUX?
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Jlabopamopna poooma Ne7
Hinkarouenns loT-npuctporo 10 Azure IoT Hub Ta 30epe:xxenns Tejiemerpii y
InfluxDB Cloud

Merta podorn: O3HAHOMUTHCH 13 TPUHIIMIIAMU POOOTH XMAapHHUX CEPBICIB

[oT Hub (Microsoft Azure) Ta InfluxDB Cloud.
TeopernuHi BizomocTi

[oT Hub — mne kepoBaHmii XmapHui cepBic Azure, sIKui 3abe3nedye:
JIBOCTOPOHHIN 00MiH gaHuMu Mk loT-mpuctposiMu Ta XMaporo, MaciiTaboBaHy
00poOKy TenemeTpii, aBTeHTU(IKALII0 MPUCTPOIB, 30MpaHHs, MapIIPYTU3AIIIO Ta
30epiraHHs MOBIIOMJICHb.

OcHogHi enemenTu [oT Hub:

v' Device Identity Registry — peectp, ne 30epiraroTbes BCi 3apeecTpoBaHi
IIPUCTPOI.

v' Shared Access Keys — kimroui juis aprenTudikarii.

v Built-in Event Hub-compatible endpoint — Touka qOCTYITy st YATAHHS
TEJeMETPii CTOPOHHIMH CEpBiCaMHu.

v" Routes — mpaBuiia epecuIanHs MOBIIOMIIEHb Y Pi3Hi cepBicu Azure.

Koxen mnpuctpiii B loT Hub wmae: Device ID — yHikanpHe iM’s.
Authentication keys — Primary / Secondary Key.

Connection String — psAI0K MAKIIOYEHHS, KU BUKOPUCTOBYETHCA Y
IIPUCTPOI.

®opmat Connection String:

HostName=<hub>.azure-devices.net;Deviceld=<device-
1d>;Shared AccessKey=<key>

BeO-cumynsitop Raspberry Pi mpaioe sk BIpTyadbHUW TPUCTPINA, SKHMA
HAJICWJIA€ JlaHI CEHCOpIB (TeMIepaTypy, BOJIOTICTh, cBiTio Tomo) y loT Hub,
BukopucToBye Node.js-moaiOHuii Koa Juisi  BIANpaBKKA ToOBigomieHb. [licis
BcTaBieHHs Connection String, mpucTpiil iMiTye poOOTy peaTbHOTO CEHCOPHOTO
By3J1a.

[oT Hub mictute BHyTpimHii Event Hub endpoint, sikuif mo3Bosisie yutatu
nani Tenemetpii 3 loT Hub Tak camo, sik 13 Event Hubs.
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[Tapametpu: Event Hub-compatible endpoint — URL s migkirodeHHs
kiienta. Event Hub-compatible name — noriyna wa3zBa mortoky. Consumer
Group — rpyma ynTtadis (3a 3amoBuyBaHHIM $Default).

YuranHas TeneMeTpii 3IHCHIOEThCS yepe3 010mioTeKy azure-eventhub.

InfluxDB — 116 BHCOKOMIBHAKICHA time-series 0a3a JaHHX, ONTHMI30BaHa
uIst: TeneMeTpii, motokoBux loT-manux,

BUMIPIOBaHb CEHCOPIB.

OcuoBai komnoHeHnTy InfluxDB: Bucket — noriune cxopwuiie (anamor B/
abo tabmuii). Organization — opranizaiiiiHa o0nacTe kopuctyBada. Token —
Koy Juia ayteHTudikanii API. Measurement — Ta0auiis, mo MiCTUTh time-series
3anucu. Fields — 3nauenns (temperature, humidity). Tags — iHaexcoBaH1 MeTaiaHi
(mampukian, device id).

VY InfluxDB koxen 3amuc Mae:

v/ aBTOMAaTWUYHHIA timestamp,
measurement ("sensor-data"),
3Ha4YeHHs nodiB (temperature, humidity),

DR

omrioHansH1 Teru (deviceld).

3aBaanus
l. CtBopiTh HOBUH pecypc [oT Hub, Ha3Ba nmounHanacs 3 Baloro npi3BUIlA.

Puc. 1. CtBopenns pecypcy loT Hub
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2. Binkpwuiite crBopenuii loT Hub. ¥V posmimi Devices — + New device

3apeecTpyiTe HoBul pHUCTpiit. 30epexkiTh Primary Connection String Barioro mpucTporo.

A Create a device
I

Puc. 2. Peectpanist npunany loT

3. Bigkpuiite EMYJIATOP Raspberry Pi [oT: https://azure-

samples.github.io/raspberry-pi-web-simulator/
4. lonaiite Device Connection String y 3MiHHY connectionString y Koji

CUMYJIATOpA.

azure-samples.github.io/raspberry- pi-web-simulator,

&5 Raspberry Pi Azure loT Online Simulatar

fritzing -

=0

Puc. 3. HanamrryBanus emynsatop Raspberry Pi
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5. 3amycTiTh CUMYJIAILIIO, OO MPUCTPIM MOYaB HAJACUIATH TOBIJOMIICHHS
(Temmeparypy, Bosioricts To1o) y IoT Hub.
6. Ilepeiinith 3a mocunanHsM https://cloud?.influxdata.com/.

3apeecTpyiTeCh.

7. CtBopiTh Bucket (cxoBuiie) 3 Ha3BoIO, 110 MOYUHAETHCS 3 BAIIOTO
Mpi3BHUIIA.

8. CtBopith API Token y po3aini Load Data — API Tokens Ta 30epexiTh
foro.

Buxopucraiite napameTpH miIKII04eHHS:

INFLUXDB_ URL = "https://us-east-1-1.aws.cloud2.influxdata.com"
INFLUXDB TOKEN = <token mns Bamoi cecii Load Data/API TOKEN>
INFLUXDB_ORG = <Ha3Ba oprasi3aiiii 3 sSIKOi BU 3ape€eCTPOBaHI<
INFLUXDB BUCKET = Ha3Ba cxoBuilla

EVENT HUB CONNECTION_STRING = IoT Hub — Built-in endpoints —
Event Hub-compatible endpoint

EVENT HUB NAME = Event Hub-compatible name
CONSUMER_GROUP = "$Default"

9. HamumiTe kox Ha Python, sxuii Oyne:

v Otpumysaru nosigomiierns 3 IoT Hub (uepe3 Event Hub endpoint);

v Yurary JaHi ceHCOpIB (TeMIieparypa, BOJIOTICTh);

v Bammcysaru ix y InfluxDB y TaGmuiro (measurement) "sensor-data".

10. IlepeBipka pesynbrariB: [lepernsubre nani y Bedintepdeiici InfluxDB
(Data Explorer — Bam bucket — measurement sensor-data).

33


https://cloud2.influxdata.com/

butsonko © butsonkol ©

Data Explorer

+ New Seript ~ B OPEN ® SAVE

Schema Browser @ =soLsync
Bucket

* CSV @ Pastth

64.50961253631921 21.411035170121796 2625-11-21T18:27:50.877Z

25.941710943924868 2025-11-21T18:27:51.6112

2825-11-21T18:27:52. 6142

78.1100725666602 21.132543733899222 2625-11-21T18:27:53.6292

1 2 3 4 5 1

Puc. 4. lani npunany loT, 36epexeni B Tabnuii InfluxDB

11. Iligroryiite 3BIT, SKUH BKJIIOYae: MporpaMmy, 3HIMKM €KpaHa
(xpokwu 5, 10). BinmoBial Ha KOHTPOJIbHI 3aIUTAHHS.

KoHTpoJibHI 3an1uTaHHA
1. o Taxe Azure IoT Hub i siky posnb BiH Bukonye B apxitektypi [oT-
cucreMu?
2. ke npusnauennst Event Hub-compatible endpoint y IoT Hub?
3. SIxi Tunum paHux 3a3Buyait 30epirarotecs B InfluxDB?
4. Yomy InfluxDB nigxoauTs A poOOTH 3 4ACOBUMHM psaMu?
5. SIxi ocHoBHI komnoHeHTH Mae 3anuT y InfluxDB (bucket, organization,

6. Sk moxHa BizyanizyBaTu orpuMadi gaHi 3 InfluxDB?
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https://learn.microsoft.com/en-us/azure/logic-apps/

3. "Azure File Sync documentation" 3a MTOCUJIAHHSIM:
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