Jlekuis 1. OCHOBHI MOHATTH Ta KJacu}ikaliss CMCTEM XMapPHUX
004YHCJ/ICHb.

Tema 1. IInardbopmu Bipryams3amnii — miardopma Microsoft Azure.

Tema 2. Azure Resource Manager (ARM) — cayx0a po3ropraHHs Ta
KepyBaHHS pecypcamu maatdopmu Microsoft Azure.

Tema 3. Pecypcu mmardopmu Microsoft Azure.



XMapHi TeXHOJIOriI

Ob6uucntoBanbHa NOTYKHICTbL XmapHe cxosulue
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s XMapHe CXOBHIIE — II¢ MOJACIH 30epeKCHHS TaHUX, B SKIH
U@ POBI JaHI HAKOMUYYIOTHCA B JIOTIYHI MyJd, a (pi3UYHE
30epiraHHs OXOIUTIOE KiJIbKa CEpPBEPIB.

% O6umcmoBanibHa  moTykHIicTe [IK  — 11¢  KijgbKicHa
XapaKTEePUCTUKA IMIBUIAKOCTI BUKOHAHHSA TMEBHUX OIMEpallii
KOMIT'FOTEPOM.

XMapHi mexHosoeii — ue TeEXHONOTIii B AKMX KOMN'IOTEPHI pecypcu
HafalTbCA IHTEPHET KOPUCTYBaYaM AK OHIAMH CEPBIC, 332 MOAENIO
«XMapHUX 0BYnCNeHbY.

«XMapHi 064YuCeHHA» - e MOAENb HaJgaHHA 06UYNCNOBANIbHUX NOCAYT
yepes IHTepHeT. O64YMCNIOBaAIbHI MOCAYIM BKAOYAIOTb 3arafibHy IT-
iIHQPACTPYKTYPY, TaKy AK BipTyasbHi MallMHKU, cxoBuLle, 6asu AaHuX i

MmepeKy. XMapHi cepBicu TaKOXK PO3LLMPIOOTb TPaANLiMHI IT-npono3nuii,
BK/IIOYAOYM TaKi pedi, AK IHTepHeT peyeli (10T), mawmMHHe HaBYaHHA (ML) i
WTYYHUM iHTenekT (Al).

[0n108HA 8iIOMIHHICMb NOAA2AE 8 MOMY, WO 8AWi KOMI'tomepHi pecypcu
3HAX00AMbCA Y KOMMNAHIi, AKa HA0A€E «XMapHi» rnocayau. Bci nposalidepu
«XMAapHUX 064UCeHb» HAOAMb Pecypcu Maki AK «XMapHe cxosuw,ey,
«064uCcn8aANbHI MOMYHHOCMI».

Ocobnmeicmbe — 8u 3a8X#0U Moxceme 3amosume binbwuli 06'em cxosuwa
i 6inbwy 0byuCNL8AHY NOMYHCHICM®b | 8aM 018 Ub020 HEe nompibHoO

Kynysamu Hosudl [1K.
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The Cloud

P03BHTOK 00UUCITIOBAJIbHUX
IIOTY>KHOCTEH

¢ JlokanbHuii cepBep - Bei opranizanii marots CépBep y JIOKaabHIk
Mepexi, SKUH HaJla€ KOPUCTyBauyaM CBO1 0OUMCIIIOBAJIbHI 1 IMCKOBI
pecypcH, a TaKoX JOCTYI JI0 BCTAHOBIICHUX CEPBICiB; HaltacTiie
Ipalltoe 1ij0/1000B0O, UM y Yac poOOTH IpyHu HOro KOPUCTYBaYiB.

Ilpoonemu: Benuki piHAHCOBI BUTPATH, TOTY>KHOCT1 CEpBEpa IIBUIKO
MIOYMHAE HE BUCTAYATH.

¢ BipTyallbHHI BUAUICHHH-TIpUBATHUI cepBep (aHril. virtual
dedicated server),— mociyra, B paMKax sIKOi KOpUCTyBa4eBi
HA/IAl0Th BipTyaslbHUH cepBep. Lle moBHOIIIHHA anbTepHATHBA
(b13UYHOTO BUJIJICHOTO CEpBEPa 3 BEJIMKOIO KIJIBKICTIO IEpEeRar,
BHCOKOIO CTaOLJIbHICTIO, IPOCTOTOIO B YIPaBJIiHHI 1 HAJAIITYBaHHI,
CTIMKICTIO 10 B1IMOB 1 Ha0araTo MEHIIUMHU (HIHAHCOBUMU
BUTpaTaMHU.

)
L4

BipryansHuit myOiaiuHuil cepBep — AykKe HE TOPOTUH, ajile MOXKE HE
BHUCTAYUTH PECYPCIB LISl BC1 KIIEHTIB, y BUNIAJKAX, KOJIA XTOCh
BHUMarae 6arato pecypcis.

& «Xmapay» - iHhpacTpyKTypa 00UUCITIOBATILHUX CITYKO, SKi
HAJIAI0ThCA BIAMOBIIHO J0 3aIUTY.



OecATKOBa CHCTEMa

Haszea CKOpo4YeHHA CTeniHe
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YoMy BUHMKJIA IOTpeda y
«xMapi»? - 3poctaHHs 00CsT1B
OAHUX, Y TOMY YMCJII.

¢ 3a mporHo3amu, B 2025 porti obcsr qanux Oyzie csratu
175,8 3erabaiit. [{ns nopiBHsaHHSA, B 2015 porri gaHux
Oy10 B po3Mmipi 18,2 3eTabailT.

+¢ 3a mporuo3amu, 10 2025 poky oOCsT TaHKMX y CXOBHIIAX
3pocte 3 0,8 3eTabait 10 9 3eTabaur.

+¢ 3a mporuo3amu, 10 2025 poky oOcsr maM’Ti MPUCTPOIB
JUIsl 30epiraHHs JaHUX, TAKUX SIK ONTHYHUX JUCKIB,
CTPIYKOBHX 1 TBEPAUX HAKONIMYYBAYiB, 301IIBIIATUCS JI0
12,6 3eTabaiiT y koMnaHisix. ¥ XMapHi CXOBHIIa OyayTh
BianpaBiasatu 50% Bia IbOTO OOCHTY.

¢ Vixe 1o 2025 poky komraHii OymayTh 30epiraru 80%
naHux Ha nepudepii 1 B uentpi. Y 2015 porii komnanii
po3MIIIAIM TIIbKKU 35% JaHuX B TaKi CXOBHIIIA.



IHonyaspHi chepr BUKOPUCTAHHA XMAPHUX 00YHUCJ/ICHD

¢ YrpapimiHHSA 013HECOM - XMapHI PIiIlICHHS, TaKi K KOPIIOPATUBHI MOPTaIH, BilaleH] poOOUl CTOIN, CUCTEMH IS
yIIPaBJIIHHS pecypcaMu KJIIEHTIB 1 IJIaHyBaHHs pecypciB kommnanii. [Ipukimaau: Marketo, Salesforce, Hubspot,
Dynamics 365.

* Ocgira - 70-80% HaB4aIbHUX 3aKJIa/IiB Y BCbOMY CBITI BX€ BIPOBAJAUIN XMapHI OOYMCICHHS B OCBITHIX ILJIAX.
Ha LMS (Learning Management System) momimnaroTh BECb OCBITHI KOHTEHT, IKUM OOMIHIOIOTHCSI BUKJIa/1a4l Ta
ctyaeHtd. Kopropaliii - CTBOPIOIOTH BJIACHI OCBITHI maT@OpMH, A€ KOXKEH MOXKE OTpPUMATH JOCTYI J0
MaTepialiB 3a MMEBHY oruiaTy, npukiag — Amazon Web Service.

¢ OXopoHa 37I0pOB’SI —MEANYHI YCTAaHOBU CTBOPIOIOTH €JIEKTPOHHI MEAWYHI 3amucu B xmapi. [ly6miuni xmapu
Microsoft Azure, IBM Cloud, xmapa Big Dell, abo »* mnpuBaTHa XMapa — OpUKIaId MIATHOPM XMAPHUX
00UHCIIEHb I Chepru OXOPOHU 30POB’ S

¢ CtpimMiarosi po3BaxanbHi uiargopmu — Netflix, Amazon, YouTube Ta iHII11 — IX TOTOKOBI CEpBICH MITpOBaHi B
«XMapy».
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Bipryamizamis —
MOHATTS

o [ToHATTS «xMapa» TICHO TIOB'I3aHE 3 TIOHSTTSIM
gipmyanizayisi, TOOTO CTBOPEHHSIM BIPTYyaJIbHOIO
o0'exta uu cepenoBuia. BipTyamizalis 3a0e3nedye
MOXKJIMBICTh BUKOPUCTAHHSI HE pealibHI PecypciB a ix
OpPOrpaMHOTO €MYJsATOpa, SKHM Yy CBOIO 4Yepry
BUKOPUCTOBYE YacTUHY (Pi3M4HOTO  pecypey -
cepesepa.

¢ Bipryamizamis — 11 TEXHOJOTIS, SKa JI03BOJISE
KUIbKOM  BIpTyaibHuUM  MamuHam  (BM)  abo
BIPTYaJIbHUM CEpEJOBHUINAM IIpaIfoBaTU Ha OJHii
(13uuH1i MaIlnH1 (cepBepi), CILJIbHUM
BUKOPUCTAHHAM il  pecypcis, 3aJIMIIAK0YNCH
130JIbOBAaHUM OJTHA B1J OJTHOI.

* OC BigmumaTees Big L1 mapom, skuii Ha3UBa€THCS
['imepBizop, 1 akuil 3a0e3reuye BUKOHAHHS OaraThox
BM 3 pizaumu OC-mMu Ha OJJHOMY CepBepi.



BipryaJdizauis - NOHATTH

" Azure Portal

Create a
Virtual Machine

oo o o O

Fabric
Controller

Fabric
Controller

—————————=

Orchestrator

)

Fabric
Controller

es . vne @

Fabric
Controller

CepBepu, KOXKEH i3 CBOIM rinepBi3opom, po3TalloBYyOTbCA B byaiBni, AKa
Ha3MBAETbCA — LeHTPoM 06pobKM aaHux (datacenter). CepBepu nomiwLatoTbca y
wadw, AKi 3'eAHAHI MeperKeBMM KOMYHIKaTOpOM AnA 3abe3neyeHHs NigKAoYeHHSA
A0 Mepexi Ta po3noainy **usneHHa. Lapn obnagHaHi - KOHTPONEPOM CTPYKTYpU
(Fabric Controller) — ue nporpama, aka 3abe3neyye poboTy cepsepis. KOHTponepu
06'eaHaHi nig ynpaBniHHAM Nporpamu — 30BHiLWHbOrO iHTepdeicy (Orchestrator).

Konwu Big, KOpUCTyBaYa NPUX0AMTb 3aNUT HA CTBOPEHHA PeCypCy, TO 30BHILLHIN
iHTepdenc cnovaTKy NepeBipae, YN MAE KOPMUCTYBAY Ha LLe NiLeH3ito, | AKWO TaK, TO
HanpaB/AE MOro 40 cepBepy, Ae i CTBOPIOETLCA pecypc.




Tunu BipTyasaizamis.

¢ Bipryamizamis miarhopMu - BIIOKPEMIIIOE OIICpaIlifHy CHCTEMY BiJI peCypcCiB IIATHOPMHU.

¢ Bipryamizamiss OpuUKIaIHOTO TPOrpaMHOTO 3a0e3TMeUeHHS, BUKOHAHHS OKPEMHX IIporpaM Ha BiIAMIHHIN

anapaTHii/mporpamHii maTdopmi.

¢ Kpoc-mmmardopmoBa BipTyaumi3zalis, J03BOJSE MPOTPAMHOMY 3a0C3IICUCHHIO CKOMIILJILOBAHOMY JIJIS TICBHOI'O

IIPOLIECOPY Ta OIepalliiiHOI CMCTEMU MpalloBaTH Ha BIAMIHHUX MpoIlecopax Ta/ado omnepauiiiHuxX cCucTeMax.
¢ Bipryansauii npucTpiii, 00pa3 BipTyaabHOT MAIlTMHU IPU3HAYESHUH JIJI1 pOOOTH Ha BIpTyari30BaHii 1miaTgopmi.
¢ Bipryamizaiiis cxoBuina, mporec mMoBHOTO abCTparyBaHHs JIOTTYHOTO CXOBHIINA JaHUX BiJ ()i3WIHOTO CXOBHIIIA.

¢ MepekeBa BipTyamizarisi, CTBOPEHHS BipTyali30BaHOT'O aJpPECHOr0 IMPOCTOPY MEPEkKi B CepeluHiI abo yepes

ICHYIOY1 H1MEpExKI.

+ BipTyanpHa mpuBaTHa M MII'FOTEPHA M B JKI1 JIE€IK] KaHAJIU 3B'A MDK BYy3JaMHU CTBOPEHI
+* BipryannHa atHa Mepexka (VPN), koMmiT'toTepHa Mepeka, B K1 JesK1 KaHalIu 3B'sI3Ky MK By3JIaMU CTBOPEH1

yepes3 BIAKPHUTI KaHAJM Mepejiadl JaHuX ado0 BIpTyalibHI KaHAIM Y OUIBIINX MepeKax, TakuXx sik [HTepHeT



AKi npoonemu eupiwye gipmyanizayisa?

EdexTtuBHe BUKOpUCTaHHS pecypciB. BipTyamizaiis 103BOJISIE KOHCOJIJyBaTH CEPBEPU Ta MAKCUMAIBHO €(EKTUBHO
BUKOPUCTOBYBATH BUJIbHI PECYPCH, 3HIKYIOUH MPU 1IbOMY BUTpATH Ha 0018 THAHHS Ta EHEPriIO.

[IIBuKe po3ropraHHsa HOBUX cepelloBHUIll: BipTyamnizallis 103BOJIsIE IBUJIKO CTBOPIOBATH 1 HAJIAIITOBYBAaTH HOBI BipTyasbHI
MAaIIWHU JIJI1 PO3rOPTaHHSI HOBUX MPOIrpaM Ta CEPBICIB.

['Hy4KiCTh yNpaBiiHHS: 3aBASKH BipTyasi3allli JIETIe YIPaBIsATH 1 MaciiTabyBaTu 1HQPaCTPyKTypy, aAanTyBaTUCh /10 3MIH
HaBaHTA)XXEHHS Ta MOTPeOH O13HECY.

3anoOiranHsi BTpaTtaM JaHuX: BipTyamizamis crpusie OUIbII €(DEKTUBHOMY PE3E€pPBHOMY KOMIIOBAHHIO Ta BiJHOBJICHHIO
JAHUX, a TAKOXK MIrpalli JaHUX MK cepBepaMu 0e3 IepepBU y PoOOTI.

[TigBuIeHa Oe3rneka: 3a JONOMOIOK BipTyari3allli MOKHA BIIPOBAIKyBaTH OUIBII CTPOIl HOJITUKHA OC3MEKHU 1 130511111 M1k
BIPTYAJIbHUMHU MalllMHAMM, 1110 TTOKpAaIIy€ 3arajbHy O€3IeKy CUCTEM.

3MEHIIICHHS BIUIMBY BIJIMOBU OOMagHaHHS: BipTyamnizaiis J03BOJIS€ IIBUAKO MEPEMINIATH BIPTyallbHI MAIIMHU MIXK
(G13MYHUMU CEpBEpaMU y BUMAAKY BIAMOBH O00JaIHAHHS, 3HUKYIOUH Yac MPOCTOIO.

ChpollleHHs TeCTyBaHHSI Ta po3poOku: BipTyamizaiis Hamae 13071b0BaH1 CepeloBUINA JJisi pO3POOKHU Ta TECTyBaHHS, IO
JI03BOJISIE pO3POOHUKAM €KCIIEPUMEHTYBATH 0€3 PU3UKY ISl BAPOOHUYUX CUCTEM.
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Knrouoei KomnoHeHmu sipmyanizayii

I'inepsizop: Lle nporpamue 3a0e3neyeHHs], SKe CTBOPIOE Ta Kepye BipTyadbHUMH MamnHamu (BM) Ha
dbiznunomy cepsepi. ['inepsizop moxe Oytu Tumy 1 (bare-metal), sixuit nmpairoe 6e3mocepeHbO Ha 00IaIHAHHI,
abo Tumy 2 (XOCTOBaHUM), KK MpaIlOe HAa ONEPalliifHii CUCTEMI XOCTa.

Bipryanbni mamuau (VM): BipTyanbHi MalliiHy € €éMYJIbOBAaHUMU KOMIT'FOT€pPaMH, SIK1 MPAIIOI0Th BCEPEInH1
(G13UIHOTO cepBepa 1 MarOTh CBOIO BJIACHY OMEpaIliiiHy CHCTEMY Ta MPOrpaMu, ajie ATk (GI3U9HI pecypeH 3
iHmIMMu BM.

Bipryanbuuii MeHemkep pecypcis: Llelt KOMIIOHEHT Kepye pO3MOALIOM PECYPCIB MK BIpTyalTbHUMHU
MarmuHamMu, Bkirodatodu L1, mam'ste, Mepexy 1 30epiranfs TaHuX.

Bipryanbna mepexa: BipTyanpHa Mepexa 103BOJIS€ BIPTyaJIbHUM MallMHAM B3a€EMOISTH OJIHA 3 OJTHOIO 1 3
30BHILIHIMU MEpekKaMH, IMITYIOUU pOOOTY (HI3UUHOT MEPEXKI.

Bipryanbue 36epiranns: [loniGHo 10 BipTyallbHOT MEPEXKI, BipTyalbHE 30epiraHHsl BAKOPUCTOBYE MPOTpaMHe
3a0e3MeUeHHs U1 CTBOPEHHS 1110311 (PI3MYHUX MpUCTPOiB 30epiranns gaHux s BM.

Koncomnb ynpasninns: e intepderic aaminicTpaTopa, SKHil J03BOJsE€ MOHITOPYBaTH, KEPYyBaTH 1
KoH(IrypyBaTu BipTyasibHi cepenoBuia, BM, mepexi Ta 30epiranusi.

Koncominosana indpacTpykrypa: [Iporpamu i o61agHaHHS, sIKi JO3BOJISIFOTH THYYKO 1 €EKTUBHO PO3TOPTATH
BIpTyaJIbHI CEpPEIOBUIIA, BKIIIOYAIOUN PIIICHHS JJI PE3EPBHOTO KOMIIOBAaHHS, MOHITOPUHTY 1 O€3IeKH.



Hyper-V - TexHomoris BipTyama3ailii, po3pobiaeaa Microsoft.
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Pieenb o6napHauHA

Apxitexktypa Hyper-V ckiiagaetbes 3 3xX piBHIB:

piBeHb - 0 — piBEHb 0014 JHAHHS;

piBeHsb - 1 —rinepsizop Hyper-V;

PIBEHB - 2 — KOpEHEBHI po3/11 Ta roctboBa OC

un

Hyper-V nigTpumye
i3onAauito 3a
po3ginamu. Po3sain
— ue N1orivYHa
oanHMUA i3onauii,

nigTPUMyBaHa
rinepsisopom, y
AKOMY NpPaLoTb
onepavuinHi
cUcTemm.

Hyper-V npautoe
AK rinepsisop TMny
1, wo o3Ha4ag, wo

BiH Npaytoe
6e3nocepenHbO Ha
¢isnyHomy
obnagHaHHi 6e3
notpebu B
onepauinHin
cuctemi xocta. Lle
3abe3neyye KpalLy

NPOAYKTUBHICTD i

YyNpaBAiHHA
pecypcamm.




Hyper-V - apxitekrypa

“* Hyper-V noBuHeH MaTy OWH KOPEHEBUI PO3ILIT ITi T
arti ild P2 Parti Y} .
Root Partition (1) Child Partition (3) Child Partition ] KepyBaHHAM WlndOWS.
. o . +» KopeHeBHii po3/IiJI - CTBOPIOETHCS TIEPIIMM 1 Ma€ BCi
VSPs ; . . .
" (6) I [ ; pecypcH, He MOB'sI3aH1 3 TINEPBI30POM, BKIIOYAIOUU
| : OUTBIIICTH MPUCTPOIB 1 CHUCTEMHOI NaMm'siTi. Y
Vo ; (Y] ; 0 - : : . . .
Stack | Stack | Stack [REMERESRA | KOPEHEBOMY po3auIL PO3MIIIYETHCSA CTEK
[ orivers. | wa (7')«\ = (7)\ ' BipTyaJli3allii, a TAaKOXK CTBOPIOIOTHCS Ta KEPYIOTHCS
’ | AR AAAA { SAP— ; I[OIIlle CeKHlolo.
VMBus (5}, SharedMemory, . vBus (5) VMBus(S§ . . . )
RTE LT LN ceveeresrn e SRS T T % Crex BIpTyaq3amil -  KOJCKO1A  IOPOorpaMHHUX
KOMITOHEHTIB Y KOPEHEBOMY PO3AiiIi, SIKl MPalIoI0Th
pa3oM ISl TMIATPUMKM BIPTyadbHUX MamiuH. CTek
BipTyaJslizallii 3alyCKaeTbCd Y KOPEHEBOMY PO3ALIL
(1) 1 Mae mpssMHI AOCTYII IO amapaTHUX IPHCTPOIB

Devices (2) Processors Memory

KopeneBuii po3min (1), amaparai mpuctpoi (2), mouipHi

(2).
o3aumm (3), I'imepBizop (4), xkaHan AKUM 3O1IHCHIOETHCS . . . :
posA (3) psisop (4) s ¢ KopeneBuii po3nia mopomkye godipsi po3ainm (3), y
B3aeMOJiT MK posainamu (5), mocTa4aIbHUKH CITYKO AKUX po3TamoByl0Thca roctboBl OC. KopeneBuit

po31ian  CTBOPOE JouipHl 3a pgomomorotro API-

BipTyam3ariii (6), kmerTu ciryx0 Bipryanizamii (VSC) (7) inTepeeiicy rinepapinKa



Hyper-V - nodipHi po3aum

Root Partition (1) Child Partition (3) Child Partition ) §
v }
Server Server
VSPs (6)
#‘l
Vo ; (0 ; 1o
Stack Stack | Stack : "&™
Drivers VS (s (7) vscs (7)
VMBus (5), ShardMemory  _  vlBus (5) VMBus (5§
M T LAa) T 2
Hypervisor %) ‘ ¢’ ;
Devices (2) Processors Memory

KopeneBuii po3min (1), amaparai mpuctpoi (2), mouipHi
po3ain (3), I'imepsizop (4), xaHan SKUM 3IIHCHIOETHCS
B3aeMOJiT MK posainamu (5), mocTa4aIbHUKH CITYKO

BipTyamizamii (6), ket ciayx06 Bipryamzamii (VSC) (7)

Y poyipHix po3ainax Hemae goctyny Ao Gi3an4YHOro
npouecopa i BOHM He 06pob61Al0TL NepepmBaHHA
npouecopa. [JovipHi po34inn TaKoXK He MatoTb
NPAMOro 40CTyny A0 iHWKWX anapaTHUX pecypcis.

[lovipHi po3ainn pobaaTb 3anuUTn A0CTYNYy A0
PecypciB, AKi NPUMMAIOTb KNIEHTU CNYKO
BipTyani3au,ii (VSC) Ta nepeHanpaBAstoTb A0 KaHany
VMBuUs.

MocTayanbHUKK cnyxb BipTyanisauii (VSP) B
KOpeHeBOMY po34ini NigKA04YaloTbCA 40 WNHN
VMBus Ta 06pob6st0Tb 3aNUTN HA AOCTYN A0
NPUCTPOIB Bi4 A0YipHIX po3ainis.

HusbKopiBHEBa 060/10HKa Hyper-V noBHicTio
KOHTPOIKOE MOXK/IMBOCTI anapaTHOI BipTyani3auii Ta
He HaZa€ iIX FOCTbOBIN ONepaLinHiIKi cucTtemi
(rocTtanin OC).



[ marpopmu BipTyamzaili.

s Hyper-V — ne miardopma Bipryamizamii, Hagana Microsoft mns omepamifinnx cmctem Windows Server i
Windows. Ile mo3Bonsie KOpUCTyBauaM CTBOPIOBATH BIpPTyajbHI MAIllMHM Ta KEpyBaTH HUMH Ha XOCT-MaIllHHI
Windows.

s VMware vSphere — me miardopma BipTyami3alii Ta XMapHUX OOYHCIICHB, po3pobieHa koMmaHiero VMware,
Inc. Bona Hagae HaOip IHCTPYMEHTIB 1 TEXHOJOTIH JJis CTBOPEHHS BIPTyalli30BaHUX CEPEIOBHUIIl ILICHTPIB
00poOku manmx i kepyBanHs HuMH. VMware vSphere Bxmrowae ESXI rimepsizop. Bin 3abe3medye oCHOBHI
dyHKIi BipTyamizaiii, Oe3MocepeaHbO KEPYHOUM amapaTHUM 3a0€3ME4YeHHSM CepBepa Ta JI03BOJISIOUM
CTBOPIOBATH Ta 3allyCKATH BIPTyasbHI MalllMHU.

¢ Citrix - OararoHalioHajbHa KOMIIaHISI 3 TPOrPaMHOro 3a0e3TCUeHHs, SKa HaJae PsJ MPOMYKTIB 1 PIIICHB,
OB’ SI3aHUX 13 BIpTyallizalliero, XMapHUMH 00YHCIeHHIMHU Ta Mepexkamu. OcHoBHa yBara Citrix 3ocepemkeHa Ha
HaJaHHI BIIAJICHOTO JIOCTYIy, iHGPACTPYKTypH BipTyanbHOro pooodoro cromy (VDI) i pimeHs mjis 1ocTaBKH
IOMATKIB JJIs HiAMPUEMCTB 1 OpraHi3alii.

“* Microsoft Azure gacTo 3raayerbcs mpocTo sk Azure — xmapHa miargopma Ta IHPPACTPYyKTypa KOpIOparlii
Microsoft, npusHadeHa 111 po3poOHHKIB 3aCTOCYHKIB XMapHHX o0uuncieHs (anri. cloud computing) i mokirkana
CIPOCTUTH IIPOIIEC CTBOPEHHS OHJIAWHOBHUX aonartkiB. Microsoft Azure mo3Bonisie po3ropratv JOJATKH K 3a
normomororo Microsoft .NET i Visual Studio, Tak i 3a mormomororo iHmmX iHcTpyMeHTIB. [lmardopma npamroe Ha
cepBepax Microsoft.



IImardpopma Microsoft Azure- https://portal.azure.com



https://portal.azure.com/

ITnamepopma Microsoft Azure-_https://portal.azure.com

Azure Resource Manager (ARM) — me cayx0a posropraHHs Ta KepyBaHHsS s Azure. flka mae 3MOry CTBOPIOBATH,
OHOBJIFOBATH Ta BUJAISATH PECYPCH Y BallloMy OOJI1KOBOMY 3amuci AzZure.

Azure portal Azure PowerShell Azure CLI REST clients ARM nosBonse rpymyBaTy MoB's3aHi peCypcH
l l B KOHTEHHEpHU, BIJIOMI SIK PECYpCHI IPYIIH.

ARM inTerpyerncs 3 Azure Active Directory i

SDKs OIATPUMY€E MOJCNIb KOHTPOIIO JOCTyIy Ha

t ) g ) ) ocaoBi  pomeir  (RBAC),  mo3Bonsioun

JNETAII30BaHO  YIPaBISITA  JOCTYNOM /IO
(%) Azure Resource Manager <« Authentication ~PSSYPC!®- |
ARM Hanmae 1HCTpyMEHTH [Ji1 yIpaBIIIHHSA
l l l l KUTTEBUM IMKIOM PECYpCIB, BKJIIOUAIOUYU
OHOBJICHHS, MacIITaOyBaHHS Ta BHUIAJCHHS
. u ; eoe pecypciB.
. Web App — S Other Vei  moorcnusocmi, oocmynni ma  nopmaii,

Store Machine Management  services maxkooic Ooocmynui uepez PowerShell, Azure
CLI, REST APl ma xnienmcoxi SDK,


https://portal.azure.com/

Azure Resource Manager - Tepminu

Pecypc — KepoBaHUM €JIEMEHT, AOCTYIHHUN 4Yepe3
Azure. ITpukiianamu pecypciB € BipTyaibHI MalllMHH,
OONIKOBI 3amucu 30epiraHHs, BeO-mporpamu, 0a3u
JAHUX 1 BIpTyaJbHI MEPEXKIi.

I'pyna pecypcie — KoHTEWHEp, SKUH MICTUTh
noB’si3aHl pecypcu. [pyma pecypciB BKIHOYAE Ti
pecypcH, SIKUMH BH XOYETE KEpyBaTH SIK TPYIIOH0.
I'pynu pecypciB HE MOXYTh OyTH BKJIaJ€HI OIHA B
OJTHY.

Iocmauanvnuk pecypcie — ciyx0a, sKa HaJae
pecypcu Azure. Hamnpukian, MOIIUPEHUM
nocradajibHuKoM pecypciB € Microsoft.Compute,
KWW HaJla€ pecypc BipTyaabHOI MAIIMHHU.

[ITabnmon ARM — ¢aiin HoTamii 00’extiB JavaScript
(JSON), skmit BH3Hauae omuH ab0 KibKa pecypciB
muist po3ropTanHs. [11aG10oH MO)KHAa BUKOPUCTOBYBATH
JUIsl TIOCHIIAOBHOTO Ta 0araTopa3zoBOr0 pPO3TOPTaHHS
pecypcis.

Pecypc po3mupeHHss — pecype, SKAM J10Ja€
MOXJIMBOCTI 1HILIOTO pecypcy. Hanpuxkian,
MPU3HAYECHHS POJIl € JOJAATKOBUM PECYPCOM.

Resource groups
(web + DB, VM, Storage) in one group

& -~ B~ B
©

H B

Web and —a Virtual —a

DB machine Storage
resgurce resource resource
group group group




PigHi ynpaeniHHsA

Azure Haf,a€ YOTMPU PiBHI YNPaBAiIHHA: TPynn KepyBaHHA (management groups), nianuckm (subscriptions), rpynu

pecypciB (resource groups) i pecypcu (resources).

(o)

Cg

Management
groups

Subscriptions

Resource
groups

Resources

I'pynun kepyBanns (Management groups) — HEOOX1AHI IS
e(EeKTUBHOIO  KEpPYBaHHS  JIOCTYIIOM, TMOJITUKaMU  Ta
BUINOBLIHICTIO JUIST  IIUX MIANUCOK. ['pynmu KepyBaHHSA
3a0€3Meuy0Th  O0JIACTh  YNPABIIHHA  HAJ  MIIMUCKAMHU
(subscriptions). YMOBH KepyBaHHS, $KI BHM 3aCTOCOBYETE,
YCIMaJKOBYIOThCSA KaCKaJIOM 10 BCIX MOB’SI3aHUX ITIAHCOK.



Hionucku (subscriptions) B ocHoBHOMY € noMoBieHIcTIO 3 Microsoft mpo BukoprcTanHsS 0gHOTO a00 JEKIIBKOX iX
XMapHUX cepBiciB. Kirrouosi miii mianucku AzZure:

Yupasainna pecypcamm: Ilignucka AzUre Ciy>KUTh OJWHMIICI0O BUCTABJICHHS PaxyHKIB 1 JOIMOMAarae yIHpaBsTH
pecypcaMu, CTBOPEHUMH KopucTyBadyaMu. KopucTyBadi MOXYTh TpyHyBaTH Ta yIpPaBIsSTH MOB'SI3aHUMH pecCypcamu
paszoM, MOB'SI3aBIIH iX 3 TIEK CAMOIO MiAMKUCKOIO.

Yupasainna gocrynom: Ilignucka TakoXk Hajgae 3acoOU aaMiHICTpaTopaMm i HaJaHHS JI03BOJIIB Ha JOCTYI [0
OOJIIKOBUX 3allMCIB KOPUCTYBayiB, IPyM Ta AOJAATKIB JJIsl YIPABIIHHA PECYypCaMu B MEKax IMiAMUCKH.

BincrexkeHHsT BapTOCTI Ta BHCTABJIEHHS PpaxyHKiB: KoXHe BHKOpHCTaHHSI CEpBICY BXOAUTH 1O KOHKPETHOI
MIJMUCKH, 1 1[€ COPUSE€ KOHTPOJIO 32 BUTPATAMU, BUKOPUCTAHHSAM PECYPCIB Ta JIMITaAMHU BUTPAT.

CrBopeHHs i30sUii: Pi3H1 OiAMUCKU MOXYTh BUKOPHUCTOBYBATHUCS JJIsI CTBOPEHHS JIOTTYHOI 130JISI1i peCypcCiB Ta
3aCTOCYBAHHS MOJITHK YIIPABIIHHS B MEXaxX OpraHizaiii.

BuxkopucranHs cepBiciB: 3 MIJANUCKOIO BU TMOTOMKYETECh Ha JAESAKI YMOBHM Ta IOJOKEHHS IIOAO BUKOPHUCTAHHS
cepniciB Azure. Cepsicu AzUre 10CTyIHI TUIBKH TOJ1, KOJIM y BaC aKTUBHA ITIAMUCKA.



Azure subscription1 # -

Spending rate and forecast

Curent cost

000 /0.0

Top products by number of resources

Costs by resource

Azure Defender coverage

is not enakled for this subscription

OcHogHI napamempu niONUCKU

Top free services by usage

I Used within fenit I Limit exceedes I Urniset services
0 0 58

Service Usage
e o
0/2 nth
ta Storad
Azur
0/2 1/Hou
100

/200 (10K)

A

KepyBanns goctynom (IAM) — e ctopinka,
JUIs. TIpU3HAYEHHS poJieil s HaJaHHS
JTOCTYMY J10 pecypciB Azure.

Azure Term (Tags) — 1e eJleMeHTH
MetagaHux (y QopmaTi KIIOY-3HAYCHHS),
K1 JIOTIOMararTh OpraHizyBaTH Ta

BIJICJIIIKOBYBAaTH PECYPCH.

besneka (Security).

Ynpasniausa sutpatamu (Cost Analysis).
Paxynku (Billing profiles).

Oyukmis  "JllarHocTHMKa Ta  YCYHEHHS
npooaem”.

Onmis «HanamryBanssy» (Settings).



Kepypanns poctynom (IAM) mo pecypciB 3a monomororo Azure RBAC nomsrae B mpu3HadeHHI poiieir Azure, ski

CHiJ pO3yMiTH — SIK cnocid 3actocyBaHHs no3BodiB. Azure RBAC — e cucrema aBropuzaliii, CTBOpeHa Ha 0asi

nucreTdyepa pecypciB Azure, sika 3ade3nedye ToUHe KepyBaHHS J1ocTynoM J0 pecypciB Azure. Azure RBAC MicTuTh

noHaj 100 BOymoBanmx poJeii. IcHye m’aTh ocHOBHUX pojei Azure. Ilepmii Tpu 3acCTOCOBYIOTHCSA /10 BCiX THIIIB

peCypciB:

1. «Bnacuuk» (Owner) - Hamae moBHuUIA gocTyn 10 KepyBaHHs BciMma pecypcamu. [Ipusnadae poni B Azure RBAC.
Poinb HanexxuTh AnMiHICTpaToOpy ciayxou Azure.

2. “Cnis-Bnacuuk” (Contributor)- Hagae mocTym 10 kepyBaHHS pecypcaMy BKIIFOYCHUMU B TPYITH KepyBaHHS.

3. «Uwurau» (Reader) - mae qoctyn 10 pecypciB 0e3 IpaBa BHECCHHS 3MiH.

O e Microsoft Entra ID — ue xmapHa cnyxba KepyBaHHS iaeHTUDIKaLED

sosonsarin )?2':;2?““”"“ Ta HaAaHHA A0CTyny A0 30BHIiWWHIX pecypciB. [lpuknaan pecypcis

S BK/toYatoTb Microsoft 365, noptan Azure Ta TUCAYI iHWWX NpPOrpam
/ root B i, SaaS.

P . IT-agminicTpaTopn BUKOpucTtoBytoTb Microsoft Entra ID  ans

o ) o KOHTPOIO AOCTYyNy A0 NMporpam i pecypciB nporpam BignosigHoO A0

Contributor
Reader

Usr s Adi (o) Monogementgroe dhromaamn  Bi3HEC-BMUMOT.  Hanpuknag, Ak IT-agmiHicTpatop BM  MoOXeTe

P r— N a BUKOPMCTOBYBATU Micrc?soft- Entra ID, wob6  Bumaratu
seice Admin () o baratodpakTOpHY aBTEHTMIKALLiO. |

Po3pobHMKN nporpam MoXKyTb BUKopuctoByBaTu Microsoft Entra ID,

W Resource ANA CTBOPEHHA MepcoHanNni3oBaHOro A0cCBigy 3 BUMKOPUCTAHHAM

opraHi3auinHmnx aaHmnx abo goaaTtn cuctemy eanHoro sxoay (SSO) ao

nporpam.



[na niANUCOK, AKI CTBOPEHI BAMU — BU €
«BnacHumk». [1na BU3HAYEeHHA IHWKMX poaen Bam
noTpibHO meHto «Add role assighment».

and doc:

solovey:ol@lnuba.eduva
KRG ALJOHANLIBARY.

Owner

Permissions  JSON

i Description: Gr

Check access Roles  Deryassignments  Clas

A role definition is 3 collzction of pe:

in ol

atz your wn cu:

m roles.

Classic

Job function roles  Privileged admin

P Access control (IAM) My access Type - ANl
View my level
@ g:

X Disgn

ass 1o this resource. Grant sccess 1o A

Check sccezs

s based on job function. such

re resour:

a solve problems

permission, or 1D Type: All Zategery - All

Showing moment to

Review the le

managed identity has to this rssourcs
g y Type

[ crece oo | © Maosstorsn

Deseription
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er Registry repositaries, but excluding catalog listing,
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t zeezzs 1o rezou
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epositories, but excluding catalog |
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but excl

AcrDelste scr delete
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Acrbull aer pull BuiktinRal
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dizgno:

c set

or Recommendatiens Contributor (Assessments and Revie... View

ed review recommendations,

ment recammendatians 9= the recommendations lifecycle (mark recommendations as completed, poste... BuiltinRal

‘iritz diagnestic setting for the Domain Service r € diagnastic seming fo
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Azure Teri (TAGs) — 1ie enemenTu MeTaganux (y popmarti KIr04-3HAUYCHHS ), K1 IONIOMAaraloTh OpraHizyBaTh pecypcCH.
3arajbHi TUIIY TET1B BKIIOYAIOTh:

1. Environment (Cepenosuiiie): BkazyroTh Ha cepeioBuUIlle po3ropTaHHs, Take sik Production, Development, Testing
(TectyBanHs).

Department (Bigain): [nenTudikyoTs BiaaLl, BIAMOBIATIbHUN 3a pecypc.

Cost Center (LlenTp BuTpart): [1oB's13y10Th pecypcu 3 KOHKPETHUMU (DIHAHCOBUMU paxyHKaMHu.
Project: BkazyloTb Ha IPOEKT, SIKUM MIATPUMYIOTh PECYPCH.

Owner (BnachHuk): IneHTrdikytoTh 0co0y a00 KOMaHAy, BIANOBIAILHY 3a pecypc.

Location (Micue3HnaxokeHHs): BkazytoTs Ha reorpadiyde MICIIE3HAXOMHKEHHS pecypcy.

A R o B

Application (3actocyHok): [ToB'13y10Th pecypcu 3 IEBHUMM 3aCTOCYHKAMH.

Tagging Azure resources

Management
groups

env = (dev | test | prod )

app = ( ecommerce | erp)
Subscriptions

department = ( finance | it | sales )

| geography = northamerica

Resource
groups

Resources

costeenter = 56010

owner = jsmith



Po3miaHEMO TPUKIIAJL, KOJU B MEXaxX HIAMUCKA HEOOX1THO BIACIIAKYBATH PECYPCH 3a
pErioHOM «East US». Cnouarky ctBopuMo Ter: Location = East US

Hexait maemo n1B1 rpyniu B p13HUX perioHax: «East USy ; “West US”

Create a resource group Create a resource group

'ﬂ Validation passed. 'ﬂ Validation passed.
Basics Tags Review + create Sasics Tags Review + create
. g — » =P
Basics —— | | A= o Basics
Subscription Azure subscription 1 Subscription Azure subscription 1
Resource group group_storage RESOUFCE group group_osts
Region Ezst Ul Region West US
Tags Tag
ocation East US Location East US



 Onmisgs "JllarHOCTYBaHHS Ta BHUpIIIEHHA 0OpoOieM’ Yy
mianucii Azure Hajgae Kulbka (QYHKIIN, CHPSIMOBAaHUX Ha
JOTIOMOTY KOPUCTyBauaM Yy BHUIIPABICHHI Ta €(EKTUBHOMY
BUPIIIEHHI TPOOJIEM:

* Monimopunz ma ananimuxa. HanaroTbcsi IHCTPYMEHTH Ta

X Azure subscription 1 Diagnose and soive problems peCypcH i1 MOHITOPUHTY CTaHy Ta MPOAYKTHBHOCTI MOCIYT
EEm— Ta pecypciB Azure. Ile BkiIroyae 10CTyN 0 METPHUK, KypPHAJIIB
Ta JIarHOCTUYHHUX HaHMX, SK1 JOIOMAararTh B 1AeHTU]IKaIlil

A, Access control (IAM) What problem are you trying to troubleshoot?

CD:g o ‘T '”"””j”“ == Ta J1arHOCTHII1 Hp06JIeM.

. e * Pexomenoauii Azure Advisor: Azure Advisor wnagae
I S NePCOHAII30BaHl PEKOMEHJallii Ha OCHOBI Hai'ncpamnx
B com

MPAKTHK BUKOPHCTAHHA Azure mis onTumizalii pecypcus

e et e I ABUIIEHHS OE3MEKH Ta MOKPALIEHHS IPOAYKTHBHOCTI.

B silling prof

* Cman pecypcig. HamaeTbCd MOXIMBICTD OTPUMATH
iHpopMallilo Mpo NOTOYHUM CTaH pecypciB Azure, 1o
JIO3BOJISIE IIBUAKO BHUSIBJIATH HasBHI NpoOieMu abo mepedoi,
SK1 BIUIMBAIOTh Ha Ballll pECYPCH.

* Cman nocayz. HanarotbCsi BIIOMOCTI MPO 3arajibHUM CTaH
Ta JOCTYIHICTh MOCIYr Ta perioHiB Azure, BKIOYAIOYU
MOTOYHI IHITMACHTH Ta 3allJlTaHOBaHI TEXHIYHI poOOTH, sKi
MOXKYTh BIUJIMBATU HA Ballll TOCTYTH.



Vnpaeninns sumpamamu (Cost Analysis)

MomnitopuHr 1 3BiTHICTh: Hagae 1HCTpyMEHTH 1Ji1 MOHITOPUHIY Ta aHall3y BUTpar Ha mociayru Azure. Ile Bkirodae
J€TAII30BaH1 3BITH 1 TTAaHEN1 MPUIIA/IIB, SIK1 HAIal0Th 1H(QOPMAIIIIO TTPO CIIOKUBAHHS PECYPCIB 1 BUTPATH.

bromkeryBaHHs: KopucrtyBaul MOXKYTh BCTAHOBJIIOBATH OIOMKETH JJISI  BIJCTEKEHHS BUTpPAT 32 KOHKPETHUMU
(biHaHCOBUMH MexaMu. Modxciuee Halauimyeanns cCcnoeiuieHy U1 TIOBIJOMJICHHS 3alllKaBJICHUX CTOPIH TMIPO
HaOIMKEHHS a00 NEPEBUIIIEHHS] BCTAHOBJICHUX JIIMITIB.

[Iporno3yBanHusa: JlonmoMmarae B MpOTrHO3yBaHHI MaWOyTHIX BUTPAT HA OCHOBI ICTOPUYHMX JAaHUX Ta TEHACHIIH, 110
JI03BOJISIE OpraHi3alisaM e(PEeKTUBHO IUIAaHYBaTU Ta PO3MOALISATH PECYPCH.

Po3nonut Butpar: J[03BOJIsi€ BCTAHOBIIOBATH MITKH 1 KATETOPU3YBaTH PECYPCH JJIs1 TOUHOTO OOJIIKY BUTPAT 3a BIJILJIAMH,
MpOEKTaMH a00 [IEHTPAMU BUTPAT.

Pexomenpanii: Hamae pexomeHmaili 3 €KOHOMII KOIITIB Ha OCHOBI BUKOPUCTAHHS 1 Hakpammx mnpaktuk Azure. Ili
pEKOMeHAallli JonoMaraloTh ONTUMI3ZYBaTH BUTPATH, 1IEHTU(PIKYIOUM HEIOCKCIUIyaTOBaHl pecypcu ab0 PEKOMEHIYIOUH
npua0aTH 3ape3epBOBaHI €K3EMIUISIPH, 1€ 1€ MOXKIIUBO.

[arerpanis: Iarerpyerbcs 3 Azure Advisor ta iHmmMEU cepBicamu AzUre sl HalaHHS KOMIUICKCHUX PEKOMCHJIAIN 3
yIpaBJIlHHS BUTpaTaMu, 0€3IEKOI0, MPOAYKTUBHICTIO T €PEKTUBHICTIO ONIEpAallii.



[Ipuknan - Hanawmyeanus cnogiuieHd 11 MOBIIOMJICHHS TIPO HAOIMKEHHS a00 TIEPEeBUIIICHHS BCTAHOBJICHUX JIIMITIB

Home > Azure subscription 1 | Cost alerts » Budgets »

Home > Azure subscription 1| Cost alerts > Budgets >

Create budget

Budget
Create budget
Budget
~" Create a budget a Set alerts
Scope Azure subscription 1 -
il Configure alert conditions and =end email notifications bassd on your spend.
lters
T add filter
* Alert conditions
Budget Details Type % of budget Amount Action group

[ ] [eners | -
Give your budget a unigue name. Select the time window it analyzes during each evaluation period, its

expiration date and the amount. | seiecttype v | [ emterse | -

* Mame | budget]alerl ‘/l

Fs
-

Manage action group [}

* Reset period © ‘ Monthly ~ ‘
* Creation date (@ ‘ 2024 o ‘ ‘ June ~ | ‘ 1 ‘ * Alert recipients (email)
* Expiration date @ ‘ 2026 v ‘ | May N | | 31 e ‘ Alert recipients (email)
example@email.com
It iz recommended fo odd azure-noreply@microsoft.com te your email allow list to ensure alert mails do
Budget Amount not go to your spam folder

Give your budget amount threshold
Language preference

Amount * 10 o
Selzct your preferred language for receiving the alert email for all recipients provided above. Default iz

the language associsted to your enroliment.

Languages * [ Defautt w

Previous || Mext =




3axuct Bim 3arpo3. BusBinenHs Ta
3MCHIIICHHS] ~ TOTCHIIMHUX  3arpo3
oe3merti.

VYrpapmiHHS BI/IITOBIIHICTIO:
3abe3mnedeHHsT BIAMOBIAHOCTI pecypciB
CTaHJapTaM Ta PEryISTOPHUM BHMOTaM
y cdepi 6e3mekn.

Cran  Oe3mexu:
KOH(pIryparii
peKOMEeHIaIlii.

Hapganns  omsany
Oe3nexu Ta

Ominka BpaznmuBocTel: BusBneHHs
BPAa3JIMBOCTEN B BallIUX PECYpCaX.

KonTpons JOCTYILY: VYropasniHHs
JI03BOJIAMU Ta JJOCTYTIOM JI0 PECYPCIB.

Onuisa "'be3nexa"’

9 Azure subscription 1| Security

Subscription

|  Search | &

Owarviegw

Activity log

cp. Access control {JAN)

@ Tags

“
9

Diagnoss and solve problems
Security
Events
Cost Managemesnt
Cost analysis
H Cost alers
15) Budgets
6 Advizor recommendations
Billing
EI Billing profile invoices
Settings

Help

“

o For enhanced security capabilities, upgrade your subscription’s Microsoft Defender for Cloud plans =

B Visit Microsoft Defender for Cloud to mamage security across your virtual networks, data, apps, and more

Recommendations

0:

Security alerts =7 Microsoft Defender On

Qo

Additional Defender for Cloud protections available with Defendsr CEPM.

Recommendations

-

Learn more.

Defender for Cloud continuously monitors the configuration of your Azure resources to identify potential security vulnerabilities and recommends a«

No recommendations to display

There are no security recommendations for this resource

View all recommendations in Defender for Cloud

Security alerts

Discover threats at an sarly stags to quickly respond and prevent futurs attacks
Upgrade your Microsoft Defender for Cloud plan for enhanced security, including

Just |Im Time access, which reduces your exposure to network attacks
Adaptive application controls to block malicicus or unsupported applications
Threat detection using advanced analytics and global threat intelligence
nteractive investigation tools and automated remediation for rapid response
And much maore



['pyny pecypciB MOKkHa BUKOPHUCTOBYBATH ISl KEPYBaHHS I0CTYIIOM BU3HAYUBIIM TTOTITUKN AZUTE.



Microsoft Azure

A~ Search resources, services, and docs (G+/)

Available Definitions

B |-

Home » Policy | Assignments >

Assign policy

solovey.ol@knuba.edu.ua @
KATBCLKMIA HALIOHANBHWA v P

| Search | Type : | 2 selected
Basics  Advanced Parameters Remediation Non-compliance messages Review + create Select all
POLICY NAME

Custom
Scope
Scope Learn mare about setting the scope * Audit virtual machines without disaster recavery configured Built-in
| Azure subscription 1 Vulnerability assessment should be enabled on your Synapse workspaces Synapse
Exclusions Enable logging by category group for micrasoft.networkcloud/storageappliances t..  Monitoring

Optionally select resources to exclude from the policy assignment. . N . .
| P y polcy 9 SQL Server Integration Services integration runtimes on Azure Data Factory should ...

[Preview]: Configure WMSS created with Shared Image Gallery images to install the ...

Basics
licv definiti Private endpoint connections on Batch accounts should be enabled
Policy definition *

| Enable logging by category group for microsoft.network/p2svpngateways to Storage

Assignment name * @ Enable logging by category group for Metwork security groups {microsoft.network/...

| Azure Backup should be enabled for Virtual Machines

Description Configure App Service app slots to use the latest TLS version

Enable logging by category group for Service Bus Mamespaces {microsoft.serviceb...
Configure a private DNS Zone ID for table grouplD
Configure Azure Virtual Desktop workspaces with private endpoints

Enable logging by category group for micrasoft.timeseriesinsights/environments/e...

[Preview]: Azure Security agent should be installed on your Windows Arc machines
Policy enforcement (3

(@I visabled )

Assigned by

Azure Al Services resources should restrict network access

3d TOTTOMOTr

Azure K tes Service Private Clusters should

Onera Conoee enabled

Enable logging by category group for micrasoft.devices/provisioningservices to Lo..

Erahla lnaning b ratanane arnom far Azora Natabaca far MBSOl carvars (mirracnf

MNext Add

Review + create | Cancel || Previous ||

| | Cancel

O TTOPTa

Data Factory
Security Center
Batch
Monitoring
Monitoring
Backup

App Service
Monitoring
Storage
Desktop Virtualization
Monitoring
Security Center

Azure Aj Services

Y
Kubern#tes

Monitoring

Mrnitaring

'PE

Jdikkin

Builtin

Builtin

Builtin

Builtin

Builtin

Builtln

Builtln

Builtln

Builtln

Builtln

Builtln

Builtln

Builtln

Builtin

Builtin

Builtin

Builtin

Builtin

Builtln



Home > Policy | Assignments >

Assign policy

Basics  Advanced Parameters  Remediation MNon-compliance messages

| Search by parameter name

| E Only show parameters that need input or review

Allowed locations * (3

Review + create

| Wast Europe

Home > Policy | Assignments >

Assign policy

Basics  Advanced Parameters Remediation Mon-compliance messages

Scope
Scope Learn more about setting the scope *

Review + create

| Azure subscription 1

Exclusions

| Optionally select resources to exclude from the policy assignment.

Basics
Policy definition *

| Allowed locations for resource groups

4l -

Assignment name * (O

| Allowed locations for resource groups

Description




Home > Policy

Allowed

Policy definition

Assignments > Allowed locations for resource groups >

locations for resource groups

© /providers/Microsoft.Authorization/palicyDefiniti
: Built-in

s all

= Assign policy ™ Duplicate definition
-~ Essentials
Mame . Allowed locations for resource groups Definition location
Description : This policy enables you to restrict the locations your organization can create resource ... Definition 1D
Available Effects : Deny [y Type
Category : General Mode
Definition Assignments (1) Parameters (1)

1

2 "properties”: {

3 "displayName™: "Allowed locations for resource groups”,

4 "policyType": "BuiltIn”,

5 "mode": "all",

6 "description™: "This policy enables you to restrict the locations your organization can create resource groups in. Use to enforce your geo-compliance re

7 "metadata": {

8 "wversion": "l.@.a&",

] "category”: "General”

16 1

11 "version": "1.8.8",

12 “parameters”: {

13 "1listOofAllowedLocations™: {

14 “type": "Array”,

15 "metadata”: {

16 "description”™: "The list of locations that resource groups can be created in.”,

17 "strongType”: "location”,

18 "displayhName”: "Allowed locations”

3bepexeHa
NONITUKA B
POpPMaTI
JSON



Home » Resource groups »

Create a resource group

@ Basics  Tags Review + create

Resource group - A container that holds related resources for an Azure solution. The resource group can include all the
resources for the solution, or only those resources that you want to manage as a group. You decide how you want to
allocate resources to resource groups based on what makes the most sense for your organization. Learn more [

Project details

Subscription * (5 ‘ Azure subscription 1 R ‘

[

Resource group * (D) | group_for_et|| \/l

Resource details

Region * O | (US) East US v |

€ Policy enforcement. Value does not meet requirements on resource:
group_for_etl : Microsoft.Resources/subscriptions/resourceGroups
The value ‘eastus’ in this field was denied:
Policy e765b3de-1225-4ba3-bd56-1ac6695af988 details
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i\ Compliancs ﬂ Compliance state chamge events are now available at the management group level! Use event-based architecture to react to notifications with an Azure Function, Logic App, or any other supported event handler. Learn more hitp:
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Azure rpynu pecypciB

Bce o B cTBOptOETE B Azure —
HaA3MBAETbCA pecypcom. KoxKeH pecypc
Ma€ ByTu BKItOYEHO B rpyny - 1 rpyna

MOKe BKatoYaTu barato pecypcis.

Konwn BK 3aCTOCOBYETE Aito A0 rpynu
pecypciB, Us aia byae 3actocoBaHa A0 BCiX
pecypciB y rpyni pecypcis. AKLLO BK
BUOQ/INTE rpyny pecypcis, yCi pecypcu
byane BnaganeHo. AKWo BM Hagaete abo
3abopoHAETe AOCTYN A0 rpynu pecypcis,
B Haga€eTe abo 3abopoHAETE AOCTYN A0
BCIX pecypciB y rpyni pecypcis.



Compute Services
VY pamkax Azure Compute Services BKJIIOYEHO JCKiIbKa OCHOBHUX CEPBICIB, sIKi 3a0€31E€UyI0Th OOYUCITIOBAIBHI PECYPCH IS PI3HUX
noTpe6. Och OCHOBHI 3 HUX:

1. Virtual Machines (Bipryaabni Mmamuau): 3a0e31e4yroTh MacIITabOBaHy Ta Ha BAMOT'Y OOYHCITIOBAIbHY MTOTY)KHICTh JUISI
3aIyCKy JOJIaTKIB Ta CIIYXkO.

2. Azure App Service (Cayxoda gogarkiB Azure): Ilmardhopma s posmimenns Beo-monatkis, RESTful API ta MoGinpHIX
OEKEeH/IIB 3 BUCOKOIO JOCTYIHICTIO Ta MacIITabOBaHICTIO.

3. Azure Kubernetes Service (AKS): Keporana ciyxx06a Kubernetes mjist po3ropranHs, yrnpasiiHHS Ta poOOTH 3
KOHTEHHEPHU30BaHUMHU JOJATKAMH.

4. Azure Functions: Cepsic juisi BAKOHaHHS KOAY Y BiANOBiIb Ha Mmojii 0e3 HEOOXiTHOCTI yrpaBiliHHs cepBepamMu (Serverless).
5. Azure Batch: Keposane pimmeHHst 1711 BAKOHAHHS TTApaJieIbHAX Ta MTAKSTHUX OOYMCIICHD Y BEJIMKOMY MacIiTaoi.

6. Azure Container Instances (ACI): IIpoctuii Ta mBUAKKH crioci0 3amycKy KOHTEHHEPIB 0€3 HEOOXiTHOCTI YIpaBIIiHHS
1H(PACTPYKTYpOIO.

7. Azure Service Fabric: Ilmardopma utst CTBOPEHHS Ta yIPaBIIiHHSI MAacIITA00OBAaHUMH MiKpOCepBicaMH Ta KOHTCHHEPHUMHU
JOJJaTKaMH.

8. Azure Cloud Services: ITnardopma sik ceppic (PaaS) mis po3ropranHs MacimTaboBaHuX BeO-momaTKiB Ta API.

9. Azure Dedicated Host: ®@i3uuHi cepBepu sl pO3MIILICHHS BalllUX BipTyaJIbHUX MammuH Azure a1 3a0e3neueHHs 1301111 Ha
PIBHI arapaTrHoro 3a0e3MeUeHHS.

10. Azure Spring Apps: [ToBHICTIO KEpOBaHE CEPEIOBHIIE TSI pO3rOPTaHHS Ta YIpaBIiHHA qoaaTkaMu Spring Boot.

L1 cepBicu 3a0€3M€UyIOTh MIUPOKUN CIIEKTP MOXKJIMBOCTEH JJIsl pO3rOpTaHHs, YIPABIIHHS Ta MaclITa0yBaHHS JOJATKIB Ta CIIykO0 y
XMapi, 3a0e3Mmeuyodu pi3Hi clieHapili BAKOPUCTAHHS, BiJ MPOCTUX BeO-T0AATKIB JO CKIATHUX PO3MOIIICHUX CHCTEM.



Storage Services
VY cknani Storage Services miatrgopmu AZUre BKITFOUEHO KiIbKa OCHOBHHUX CEPBICIB [UIs 30€piraHHs TaHUX, KOKEH 3 AKUX MPU3HAYCHUH ISl PI3HUX THITIB JaHUX Ta BUKOPUCTAHHSI.
Ocb OCHOBHI cepBiCH:

1.  Azure Blob Storage:
o OcHoBHe npu3HaYeHHs: 30epiraHHs BEIUKHUX 00CATIB HECTPYKTYPOBAHHUX JAHUX, TAKUX SK JOKYMEHTH, 300pakeHHsI, BiJIe0, pe3epBHI KOMii JaHUX Ta )KypHAJIH.
o Tunm 06'exriB: Block blobs, Append blobs, Page blobs.

2. Azure File Storage:

o  OcHoBHe npu3HaueHHsi: CTBOPEHHS OBHICTIO KEPOBaHKX (DaiIOBUX CHIIBHUX PECYPCIB, SKi MOXKYTh OyTH OCTYIHI Yepe3 nmpoTokon SMB (Server Message Block)
JUTSI CIILTBHOTO BUKOPUCTAHHS (paililiB MiXK JOAATKAMHU.

o  Twunm cuenapiiB: CriibHUE 10OCTYI 110 daiiniB, 30epirands KOH(Irypairiil 10AaTKiB, pe3epBHE KOMIIOBAaHHS Ta BiTHOBJICHHSI.
3. Azure Table Storage:

o OcHoBHe Npu3HaYeHHs: 30epiraHHs BEIMKUX OOCSTIB CTPYKTYPOBAaHUX JIJAHUX 3 BUCOKOIO MacITaboBaHICTIO. [TiX0MUTh ISl TAKUX CIIEHAPIiB, SIK 30epiraHHs
CTPYKTYPOBaHUX JaHUX, )KypHAIiB ToAii, nanux [0T.

o  Tumm ganux: NOSQL k1r09-3HAYCHHS J1aHi.
4.  Azure Queue Storage:

o  OcHOBHe MpU3HAYeHHs: 3a0e3eUYCHHS HAIITHOTO YeProBOTro 30epiraHHs JIsl BETUKUX OOCSTIB MOBIIOMJICHb MK KOMITOHEHTaMH JTOJIATKIB, 0 TPAIIOOThH
ACUHXPOHHO.

o Twunm cueHnapiiB: ACHHXpOHHA TIepe/ada MoBiIOMIICHb, 00pOOKa Yepr 3aB/IaHb.
5. Azure Disk Storage:

o  OcHoBHe npu3HaYeHHs: 3a0e3MeueHHs BUCOKOTPOIYKTUBHOTO KEPOBAHOTO AUCKOBOTO 30epiranus s BipryanbHux MamuH (VMS) 3 pisHuMEU piBHAMEU
npoxayktuBHocTi (Standard HDD, Standard SSD, Premium SSD, Ultra Disk).

o  Twumum guekis: OS disks, Data disks.
6.  Azure Archive Storage:

o  OcHoBHe Npu3HaYeHHs: 30epiraHHs 1aHUX, K1 PIIKO BUKOPUCTOBYIOThCS, ajie sIK1 MOTpi0HO 30epiraTti Ha JOBruil TepMiH. [1iXoauTh AJi apXiByBaHHS, PE3€PBHOTO
KOIIOBaHHS Ta 30epiraHHs JaHUX BIAMOBIIHO O BUMOT PETYIISTOPIB.

o  Twunm nanux: HeakTuBHI AaHi, apXiBHI JaHi.



Database Services
Jlo xareropii Database Services Ha miatdopmi Azure BKIIOYEHI HACTYIHI CepBicH:

1.

Azure SQL Database:
o Keposana pensiiitna 6a3a ganux sik cepsic (DBaaS) 3 BOyq0BaHUME MOKIMBOCTSIMU JUISi BUCOKOT JOCTYITHOCTI, aBTOMAaTHYHOTO MacIITa0yBaHHS, PE3EPBHOIO KOMIFOBAHHS Ta OC3MCKHU.
Azure Cosmos DB:

o  I'moGamsHO posmonineHa, 6araroMoebHA 0a3a TaHUX, sKa 3a0e3reuye BHCOKY MOCTYITHICTh, HU3BKY 3aTPHMKY Ta TOPH30HTATBHE MACINTA0yBaHHS JJIS PI3HUX MOJIENEH JaHUX, TAKUX K JOKYMEHTH,
KJIFOY-3HAUYEHHs, rpadu Ta CTOBIIL.

Azure Database for MySQL:

o  Keposana cimyx06a 6a3u mannx MySQL 3 BOyZoBaHUMH MOKITMBOCTSIMH JUII BUCOKOT JOCTYITHOCTI, PE3epBHOTO KOTIIOBAHHS Ta OE3IeKH.
Azure Database for PostgreSQL:

o  Keposana cimyx06a 6a3u manux PostgreSQL 3 MOXITHBOCTSMH TSI MacIiTaOyBaHHS, BUCOKOI JOCTYITHOCTI Ta 3a0€3MeYCHHS OC3MeKH.
Azure Database for MariaDB:

o  Keposana cinyx06a 6a3u manux MariaDB 3 BOymoBanuMHu (QYHKIISIME JJTs1 PE3€PBHOTO KOIMIOBAHHS, BIJIHOBIICHHS, OC3IIEKH Ta MacIITa0OyBaHHS.
SQL Managed Instance:

o  Toswictio kepoBanwmii iHcTaHC SQL Server, sxuii 3a6e3neuye MOBHY CyMiCHICTP 3 IokamsHIM SQL Server Ta BOyZOBaHUMH MOKIHBOCTSIMH [UISI BUCOKOI JOCTYITHOCTI, PE3€PBHOTO KOITIFOBaHHS Ta
6e3nexu.

Azure Synapse Analytics (panime SQL Data Warehouse):

o InTerpoBana aHamiTH4HA CiIyk0a, sika 00'€JHYE MOMJIMBOCTI aHaJI3y BEJTMKUX JaHUX 1 30epiraHHs JaHMX, 3a0e3Meuyround MaclITaboBaHy aHAIITHKY.
Azure Cache for Redis:

o  Keposana ciyxx6a keuryBanHs Ha ocHOBI Redis, sika 3a0e3neuye BUCOKY MPOAYKTUBHICTh, MacIITaOOBaHICTh Ta MIATPUMKY JIJIsi TAMUYACOBOI0 30€piraHHs JaHHX.
Azure SQL Edge:

o  Bepciga SQL Server, ontumizoBana aiis npuctpois [ntepuety peueii (IoT), sika 3ab6e3nedye MOXKIMBOCTI AJis 30€piraHHs Ta aHaji3y JaHUX Ha nepudepii.



Networking Services
B Networking Services na mumargopmi Azure BKIIFOYEHO KilbKa KIFOYOBHX CEPBICiB, SKi 3a0€3MEUyIOTh i IKIIIOUCHHSI, YIIPABIIHHS Ta 3aXHCT MepekeBol iHppacTpykTypu. OCh OCHOBHI 3 HHX:

1. Virtual Network (VNet):
o  3abe3medye i30160BaHI MEPEXKi I 3aXUIIECHOTO MiAKIIOYEHHS Ta YIIPaBIiHHS pecypcamu AzZUre.
2. Azure Load Balancer:
o  Posznopinse BXigHuii MepesxeBuid Tpadik MiX KiJIbKOMa BipTyalbHUMH MallMHAMU 1S 3a0€3Ie4eHHsI BUCOKOT IOCTYITHOCTI.
3. Azure Application Gateway:
o  3abe3neuyye MaplIpyTH3aI[i0 HA PiBHI MOJATKIB i OaNaHCyBaHHs HABAaHTaXKCHHs, BKIIOYa04YH (QyHKI[IOHaN BeO-arutikaiiitnoro daepsony (WAF).
4. Azure DNS:
o  XocruHr i ynpasiiaHs DNS momMeHaMu Ta 3amicamu.
5. Azure Traffic Manager:
o  Posmopin Tpadiky Ha 0OCHOBI reorpagiuHOro po3TanryBaHHs a0 IHIIKUX MapaMeTPiB i 3a0€3MEeUYCHHST BUCOKOI JOCTYITHOCTI Ta MPOJTYyKTUBHOCTI.
6. Azure VPN Gateway:
o 3axuIeHe miIKIFoYeHHs MK JIOKalTbHUMHU Mepexamu Ta Azure gepe3 VPN.
7. Azure ExpressRoute:
o  Ilpsme migxmodeHHs 10 AZUrE 3 JIOKaJIbHUX MEPEX yepe3 NPHUBATHE 3'€THAHHS, MUHAIOUN [HTEpHET.
8. Azure Front Door:
o  I'moGamsue GamancyBauHS HaBaHTakeHHS Ta CDN mms onTuMi3alii JOCTaBKM KOHTEHTY 1 MiJBHIEHHS MPOIYKTHBHOCTI JOJATKIB.
9. Azure Bastion:
o  besmneunwii BignaneHnii JocTym 10 BipTyalnbHUX MalivH 0e3 BiAKpHUTTs myomiunux IP-aapec.
10.  Azure Firewall:
o  KepoBauuit xmapHuii GpaepBos 1 3aXUCTy MEPEKEBUX PECYPCIB.
11.  Azure DDoS Protection:
©o  3axucrT Bijx po3mojiieHux atak Tuiy "BigMosa B o6cayroysanui" (DDOS).
12.  Azure Private Link:

o  besneune migximodenns 1o Azure ciyx0 yepe3 NPUBAaTHUM KIHLIEBUH MYHKT BIpTyalbHOI MEpexi.



Security Services

Cepgicu, sIKi BKIIIOUCHI B Kareropiro Security Services na miardopmi Azure, 3a0e3medyroTh 3aXUCT 1 yIIpaBIiHHSA 0€3MeKOr0 JUIs BaluxX pecypciB. OCHOBHI

CEpBICU BKJIFOYAIOTh:

Azure Active Directory (AAD): Cnyx0a ynpaBiiHHS i1eHTH]IKAIIEIO Ta JOCTYIIOM JUISI KOPUCTYBaviB Ta 0AaTKiB. Bkimodyae GyHKIii equHoro Bxoay (SSO),
Oararodaxroproi aBrenTudikamii (MFA) Ta ynpasiiaHs iqeHTHIKAISIMH.

Azure Key Vault: Be3neune 30epiranHs Ta yrnpasiiHHS Kirodamu mudpyBanHs, ceptudikaramu ta cekperamu (apodii, KITodi JOCTyIy Ta 1HIII KOHIeHIIHHI
JaHi).

Azure Security Center: LlentpaiizoBaHe ynpapiiHHs O€3MEKOI0 Ta 3aXUCT Bij 3arpo3 s TiOpUIHUX poOOUNX HaBaHTaXeHb. [103BOJIsE OIIHIOBATH CTaH
Oe3meKu, BUSBISITH Ta pearyBaTy Ha 3arpo3H.

Azure Firewall: KepoBanuii xmMapHuUii cepBic OpanamMayepa, o 3ade3rnedye 3aXucT MepekeBux pecypceis. [Ipononye dynkuii ¢hinsrpamii Tpadiky, 3aXucTy Bif
3arpo3 Ta ynpasJliHHs paBUjiaMH O€3IEKH.

Azure DDoS Protection: 3axucrt Bijg arak Tumy 'BigMoBa B oociyroByBauHi" (DDO0S), sikuit 3a0e3mneuye aBTOMaTHYHE BUSBICHHS Ta ITOM'SIKIIICHHS aTak Ha
Ballll IOJaTKW Ta CEPBICH.

Azure Information Protection (AlIP): Cepsic ans kinacudikaliii, MapKyBaHHS Ta 3aXUCTY JaHUX, JOMIOMAarae€ KOHTPOJIKOBATH JOCTYI 10 KOH(DIAeHIIIHHOT
iH(popMmarii.

Microsoft Defender for Cloud: KommiekcHe pimieHHs 1j1s 3aXUCTy pOOOYHMX HABAHTAKEHB Y XMapi, BKIIOYA0YH BUSBJICHHS 3arpo3, aHaji3 Bpa3IMBOCTEH Ta
MIPOTO3UIIiT MO0 MOKPAIICHHS OS3MeKH.

Microsoft Defender for Identity: BusBiaeHHs Ta po3cimiyBaHHS MepeAOBHX aTak, KOMIIPOMETAIlii 00TIKOBHX 3alMCIB Ta IHCAWIEPChKUX 3arp0o3 B JOKAIBHHUX i
XMapHUX CepeIOBUIIAX.

Microsoft Sentinel: Xmapna cucreMa yrpasmiaHs iH(popMaiiieio mpo oe3neky Ta nmoaii (SIEM), 1o 3a0e3neuye iHTeIeKTyalbHE BUSBICHHS 3arpo3 Ta
pearyBaHHSI.

Azure Policy: Jlo3Boiisie CTBOPIOBATH Ta 3aCTOCOBYBATH IMOJITHKH JIJIs 3a0€31ICUEHHS BIIOBIAHOCTI Ta YIIPABIIHHS pecypcamMu B Azure



Mogaesti XMapHUX 00YHC/ICHD
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Platform as a Service (PaaS)

Provides environment for building, testing, and deploying software applications; without

focusing on managing underlying infrastructure.

PaaS
laaS

gi. °= 1§

Datacenter
Physical
Plant/building

Servers and
storage

Networking
firewalls/Security

T e

Operating
systems

Development Tools,
database Management
Business analytics

Software as a Service (SaaS)

lnamaeopma sk nocayeaa (PaaS) - noctayanbHUK XMaPHUX
cnyXb Hapae: cxosumule, SQL 6a3y aaHux, App Service -
OnepauinHy cMctemy, CUCTEMY YNpaBaiHHA 6a3amu JaHuX,
IHCTPYMEHTU ANA PO3POOKN.

Users connect to and use cloud-based apps over the internet: for example, Microsoft

Office 365, email, and calendars.

IIpoepamne 3abe3neuenns sax nociyea

Saas
PaaS
laaS
Servers and Networking Datacenter Operating Development Tools
storage firewalls/Security  Physical systems database Management
Plant/building Business analytics

(SaaS) — 1e HalOINBII TOBHA MOZCIb
XMapHOI CITY)KOH 3 TIOTJISIAY TIPOAYKTY.
i [Ipu BuKOpHUCTaHHI SaaS BH, MO CYyTI,
=

Hosted
applications/apps

OpeHayeTe  ad0  BUKOPHCTOBYETE

MTOBHICTIO PO3pO0OJICHUH JT0AATOK.




Po3moaun B1AMOBIAAIBHOCTI JUISL MOJIEICH XMAapHUX O0YHCIICHb

laas Paas Saas
IIporpamMHi 1o01aHKHn IIporpamui qoganku  IIporpamui noganku  [IporpamHi 1ogaHkKu
OO011KOBI 3amUCcH OO011KOBI 3amUCH OO0J11KOB1 3aMUCH

BukoHaHHSA MpOrpaMHUX Bukonanus BukonaHus Bukonanus

JTOMAHKIB MpOrpaMHUX JOJAHKIB IPOrpaMHUX JOAAHKIB MPOTrpaMHUX JOJAHKIB

IndpacTpykTypa [HdpacTpykTypa [HdpacTpykTypa [ndpacTpykrypa
middleware (middleware) (middleware) (middleware)

Omnepaniiina mepexa Omnepairiiina mepexxa  Omnepaiiiiina mepexa  OmnepaliiiiHa Mepexa
Bipryarizanis Bipryaizaui Bipryanisauis
Ceprepn Ceppepn Cepsepn
30epeKeHHS 30epeKeHHS 30epeKeHHS
Mepera Meperxa Meperxa



OcHo6HI apximeKmypHi PILEHHA «XMapu»

High availability Elasticity

Scalability

Reliability

Predictability Security

Governance Manageability
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*®Bucoxa oocmynuims i naoiunicms (High availability and
reliability)—3abe3meuyerbcst HasBHICTH OUTBIT HixK 1-TO cepBepa
B pi3HUX JAocTynmHuX 30Hax (AZ), Ta nepeximodeHHi 3 1-ro Ha
IHIIUK cepBep y BUMAAKy HeoOxigHocTi. JlocTynmHa 30Ha — 11€
Miclle (PI3MYHOTO PO3TAIlyBaHHS IEHTPY OOpOOKH JaHUX
(datacenter). LlenTp 0OpoOKM maHMX — I OYHIiBJISA, KA BMIIA€E
1000 komm’rotepiB. Tpadik po3MOAIIAETHCA B BY3J1 PO3MOALTY
HaBaHTaXeHHS (1).



Enactrmunicts (Elasticity)

¢ Enactuunicts (Elasticity) — aBromaTnuHo 3MeHIIy€e/301bIIYy€E
BUJIUICH] PECYpPCH 3aJIXKHO BiJ] HaBaHTa)XeHHs. EnacTuuHICTh

SeileiSEL JOCSTaeThCs PillIeHHAM «MaciTaboBaHi Habopm» (Scale sets).
N PRSI —— : * 3a J101moMOror0 MacmTaboBaHUX HAOOPIB BU CTBOPIOETE MOJIETTH
r 0 i K . [ .
‘ S EOP TS > 80%CPU_T8 @ : @ @ ; KOH(Irypauii BipTyajabHOI MallliHU, SIKa aBTOMaTHYHO Jl0Aa€eTe abo
! : BUJIAJISIETE TOAATKOBI €K3EMIUISIPY Ha OCHOBI 3aBaHTaxeHHs [{[1

a6o mam'siTi a00 3aBaHTaXKEHHS MEPEXi.

*  Hanpuxknan, Bu MokeTe 3p00UTH KOHGITypallito BIAMOBIIHO SKOT
npu 3aBanTaxeHHs LI 611p Hix Ha 80% - Mae BinOyTHCS
rOpU30HTaJ bHE MaciITaOyBaHHs 3 1-T0 10 3-X cepBepiB; 1 Ipu
HaBaHTaxeH1 MeHI Hixk 80% - 3HOB MOBEpHYTHUCH 10 1 cepBepa.

¢+ Fault Tolerance — 3marnicTs miaTpuMyBatd BM Ta iHIi pecypeu y
poOOYOMY CTaH1 y BUIAJIKY HE JOCTYITHOCTI IIEHTPY JaHUX.
(BimMOBOCTIHKICTB: MpOrpaMa Mae MPOIOBKYBATH MPALIOBATH
HaJIC)KHUM YMHOM HaBITh 32 HASIBHOCTI anapaTHUX abo MporpaMHUX
3001B.)

)
L4

Disaster Recovery — 31aTHIiCTh yCyBaTH Ta nepeadoayaTy aBapii
OB’ s13aH1 3 TEXHOJIOTIEI0. 3a0e3Meuy€eThCsi pe3epBHUM KOITIFOBAHHSIIM
JTaHUX.
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¢ Bucoka macwumabosanicms (High Scalability) —
HaJlae  HEOoOXiJAHI  pecypcu  Npu  30UIbIIEHI
HaBaHTaXEHHs. Y pa3l HEOOX1AHOCTI BUKOHYIOThCA
nepexinq abo Ha Oinmpmr moTyxHUE cepep (1) —
BepTUKAJIbHE MaciiTabyBaHHsS ab0 Ha JeKiIbKa
CEepBEpIB Ti€l K TMOTYXXKHOCTI — TOPU3OHTAJIbHE
MaciTaOyBaHHS.



Mogeni po3ropTaHHA
XMapHUX 0bYncneHs.
[y6nivyHa xmapa (Public
cloud)

KoHdirypaLia B 3aranbHOAOCTYNHIN XMapi — BipTyanbHa mepeska (vNet), BM (cepsep) ta

SQL cepsep

L)

* 302as16HO00OCMYNHI  XMapu € CTaHAAPTHUM cnocobom
PO3ropTaHHA XMapHWUX obuucneHb. XMapHi pecypcu
(Hanpuknaga, cepBepu Ta CXOBMULLA) HasleXKaTb CTOPOHHbOMY
NOCTAYaNbHUKY XMapHUX CAYXKO, KU ynpaBAfAE HUMM, i
nepenaroTbca Yepes |HTepHeT. Y 3aranbHOA4OCTYNHIA Xmapi
BM BWMKOPMUCTOBYETE Te came 0OnaAHAHHA, CXOBULLE Ta
MeperKeBi MPUCTPOI CRINbHO 3 IHWKUMKW OpraHisauiamu abo
XMApPHUMU KnieHTaMKn. Bu oTpumyeTe goctyn Ao cayxKb i
KepyeTe cBOIiM 06niKOBMM 3anucom 4vepe3 Beb-6paysep.
PosropTaHHsA 3aranbHOA0CTYMNHUX Xmap 4yacTo
BMKOPUCTOBYIOTbCA  A/IA  HAZAHHA  iHTEpHeT-CAyKbu
eNeKTPOoHHOI nowTu, nporpam Office B IHTepHeTi, cxoBuULy,
Ta cepenoBuLL, TECTYBAaHHA Ta PO3POOKN.

%* [lepeBaru 3araAbHOAOCTYMHUX XMap:

* EKOHOMiA. Bam He noTpibHO npuabatm obnagHaHHA abo
nporpamHe 3abe3neyeHHA. Bu nnatute nuwe 3a cayxby, wo
BMKOPUCTOBYETbLCA.

* BiacytHicTb noTtpebu y nigTpumui iHppacTpykTypm. Ll
3aBAAHHA Nepeburpae nocTavyanbHUK CAyKOu.

* Maitxke HeobmexkeHa MmacwTaboBaHicTb. Bam HapgatoTbcA
pecypcM Ha BMMOTY, fKi 33[40BONbHAKOTbL noTtpebu Bawoi
KOMMNaHil.

* BucoKka HaginHicTb. Bennka mepexa cepsepis 3abesneuye
3axuCT Big, 360iB.

* [lo nonynAapHMXx nybAniyHMX XMapHUX MNOCTaYa/IbHUKIB
Hanexatb Amazon Web Services (AWS), Microsoft Azure, Google
Cloud Platform (GCP), IBM Cloud Ta iHLWi.



[lpnBaTHa XMapa
(Private Cloud)

r—3
» & OpenStack

OpensStack pimeHHs 1j11 CTBOPEHHS XMapHOT'O CEpEIOBHUINA B
JOKAJIBLHOMY IIEHTP1 00POOKH JaHUX

*  [lpusamHa xmapa CKNAZAETLCA 3 XMAPHUX 0B6UMCAIOBANIbHUX PECYPCIB,
AKi BUKOPUCTOBYE NNLLE O4HA KOMMAHIA UM opraHisauia. ApxiTeKkTypa
NpPUBATHOI XMapw Biapi3HAETbCA BUKOpPUCTaHHAM OpenStack -
nporpamHoro 3abesneyeHHA ANA CTBOPEHHA 06UYNCNOBAZIbHUX XMaP i
XMapHUX CXOBULL, A1A 3abe3neyeHHs BHYTPILWHIX NOTpeb KomnaHii.
MpuBaTHa Xxmapa Moxe 6yTu Gi3MyHO po3TalloBaHa B JIOKAJIbHOMY
LeHTpi 06pobKM faHMX opraHisauii abo po3mileHa y CTOPOHHbOIO
nocTavyanbHUKA cNyK6. OgHAK y NpUBaTHIM XMapi cNyK6m Ta
iHbpacTpyKTypa 3aBXKAM PO3MILLEHi Y NpMBaTHIN MepexKi, a anapaTHe Ta
nporpamHe 3abesneyeHHA NPU3HAYEHe BUKIOYHO A5 BALWOI
opraHi3zau,ii. MpunBaTHIi XMapwn 4acTo BUKOPUCTOBYIOTHCA AEPKABHUMM
opraHamu, $iHaHCOBUMM yCTaHOBAMM Ta By Ab-AKUMM iHLWIMMU
OpraHi3auismmu cepeHbOro Ta BE/IMKOrO PO3Mipy 3 BaXAMBUMK ONA
6i3Hecy onepaLifamu, SKi Xo4yTb NiABULLMTN PiBEHb KOHTPOJIIO 33 CBOIM
cepenoBULLEM.

* [lepeBaru npnBaTHOI XMapu:

*  biNblue rHYYKOCTi. OpraHisaLis MoKe HanalTyBaTM CBOE XMapHe
cepeaoBuLLe ANA 3a40BOIEHHA KOHKPeTHMX 6i3Hec-noTpeb.

*  Binble KoHTpoAt. [1o pecypciB He HaAAETbCA 3arasibHUM AOCTYM, TOMY
3abe3neyyeTbca BUCOKMIN piBEHb KOHTPOIO Ta KOHPiAEHLUiIMHOCTI.

*  Buwa macwraboBaHicTb. [pMBaTHi XMapu HepigKo 3abesnevytoTb
6inbly macwTaboBaHicTb Y NOPIBHAHHI 3 IOKa/IbHO iHOPACTPYKTYpOLO.



[ibpnaHa xmapa

| Public Subnet | | Private Subnet !

O

A

ExpressRoute

| Public Subnet | | Private Subnet

e [ibpudHa xmapa — ue TUN XMapHUx obYncnens, y
AKMX JIOKaNbHa iHppacTpyKTypa (abo npmnsaTtHa
XMapa) NOEAHYETLCA i3 3ara/IbHOAOCTYMHOK
xmapoto. lNbpnaHi xmapu 403BONAOTb
nepemiwaTt AaHi Ta Nporpamu mixxk gBoma
cepegosnwamu. nAa nigknoyeHb 3 NPUBATHOIO
XMapPHOro cepefoBMLLA A0 3arajbHOro
BUKOPUCTOBYETLCA pilleHHA — ExpressRoute.
NPOMYCKHA CMPOMOXKHICTb KaHany ExpressRoute -
aynnekcHa. Hanpuknag, akwo ExpressRoute 200
M6iTt/c, 3HaunTb - 200 M6iT/c Ana BxiaHoro
Tpadiky i 200 M6iT/c ana suxiaHoro Tpadiky.

* [lepeBaru ribpmaHoi xmapwu:

* KoHTtponb. OpraHisauia moxe niaTpmmysaTu
NpPUBATHY iIHGPACTPYKTYPY 411 BaXK/IMBUX PECYPCiB

abo pobounx HaBaHTaXKeHb, ANA AKUX NOTPiObHa
HW3bKa 3aTPMMKa.

* THyuJKicTb. B moXKeTe BUKOPUCTOBYBATH
[OAATKOBI pecypcu y 3arasibHoAOCTYMNHIN XxMmapi,
KO/ BOHM BaM 3Hag06naTbcA.

e EKOHOMIYHICTD.



be3neka

Kondirypauis

Bumorn 1moao TeXHiYHHMX 3HaHbL

KOPHUCTYBAaviB

ExoHOMIUHO Hapnatotbcs 0a3oBi OOMexxeHa, TUM 110 MocTadadbHUK He BuMmarae mormumoOaeHux Tex 3HaHb
e eKTUBHA NOCIIyTH 3 Oe3MeKu XMapHUX MOCHYT MPOTOHYIO.
JlomaBati  0COOMCTO  HIYOTO  HE
MO>KJTHBO
IIpuBaTHa Benuki  QinaHcoBi [locnmyru 3 Oe3neku Kopucrysaui orpumaroTh HeoOxigHi  TexH 3HaHHS  1IOAO
xMapa BUTPATH HAJIal0ThCS BIJIMOBITHO KOH(DIryparrito BIJIMOB1THO ix koH(iryparii iHppacTpyKTypu
(Private BUMOT'aM KOPHUCTYBa4iB  BHUMOTaM
Cloud)
Moxe Oytu nocuth [locnmyru 3 Oe3neku Kopucrysadi orpumarotb HeoOximni  TexH 3HaHHS 1100

€KOHOMIYHOIO HaJar0ThCS BIJIMOBITHO KOH(DIryparrito

BUMOTaM KOPUCTYBauiB BUMOTaM

BIJIIOBIAHO iX KOH]Irypatii iIHppacTpyKTypH
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IIutagHsa

Sxi ocHOBHI MokauBocCTI Hajmae Microsoft Azure sk minardopma BipTyaiizaiii?

VY yomy piznung mix laaS, PaaS ta SaaS y kontekcti Azure?

ki TUNK BipTyaJbHUX MAIIMH AOCTYMHHI B AZUre, 1 sIK BIAPI3HIIOTHCS iXHI ClICHAp1li BUKOPUCTAHHSA?

Ski nepeBaru Mae xMapHa BipTyasi3zaiiisi AZUre mopiBHSIHO 3 JOKAJIbHOI 1HPPACTPYKTYPOIO?

Sk Azure 3a0e3reuye BUCOKY JOCTYITHICTh 1 MACIITA0OBAHICTh BIPTyalli30BaHUX PECYPCIB?

[I{o Take Azure Resource Manager 1 siky poJsib BiH BiJIrpa€e B KepyBaHH1 pecypcamu Azure?

[ITo Take ARM-111a0:10H, 1 B IKMX BUITaJKaX HOro 3aCTOCOBYIOTh?

Ax ARM 3abe3rieuye KOHTPOJIb JOCTYITY Ta O€3IeKy 111 Yac poOOTH 3 pecypcaMu?

Y YoMy nepeBaru AeKJaapaTUBHOIO MiAXOy PO3ropTaHHs pecypciB yepe3 ARM mopiBHIHO 3 IMIIEPaTUBHUM?

. SIk ARM Groups (Resource Groups) BIUIMBarOTh Ha CTPYKTYpy Ta OpraHi3allito pecypciB y miamuciii Azure?

. IT{o BBaxkaeThcs pecypcoM y Microsoft Azure ta siki OCHOBHI KaTeropii pecypciB iCHYIOTh?

. SIKi 3aJ71€)KHOCTI MOXKYTh BUHHKATH MIXK pi3HUMHU pecypcamu Azure (rampukian, VM, Storage, Network)?

. SIxy indopmariro 3a3Budail Mictuth Resource ID, 1 YoMy BiH € BaxkiauBuM 1t po6oTu 3 Azure API?

. SIk mpairtoe cucrema TeriB (Tags) mis pecypciB Azure ta siki 3aBJIaHHS BOHA J0IIOMarae BUPIiITyBaTu?

. SIkum urHOM AZUre 3a0e3redye MOHITOPHHT 1 JIIarHOCTUKY pecypciB yepe3 Taki iHCTpyMeHTH, sk Azure Monitor ta

Log Analytics?



